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1. INTRODUCTION 

In this example case of use, we illustrate through real-life examples the power of the trafMon tools 
in conducting communications trouble shooting. 

This example tutorial document also highlights the relevant portions of the configuration file 
permitting to produce the types of traffic observations underlying the described troubleshooting 
scenarios. 

 

2. ICMP ERRORS MAPPED TO A DATA FLOW 

The ICMP protocol mostly encompasses error messages at IP network layers that are induced by 
one or several packets belonging to a given data flow. While decoding such ICMP error reporting 
packets, the trafMon probe retrieves the using data flow instance in order to increment its 
corresponding error counter part of its observed statistics. 

In the figure below, the DNS (UDP port 53) responses data flow from server (141.253.221.224) to 
client (10.201.0.11) is experiencing a large amount of Unreached error: 1266 over the 6 weeks 
period where these DNS packets are generated during 2.3381 percent of the covered minutes. 

 



An open source network traffic performance 
monitoring and diagnostics tool. 

© 2020 AETHIS sa/nv Belgium     -  All rights reserved   -    trafMon Use Case 2: Communications Troubleshooting & Diagnosis 
Document version 1.0, 2020-10 Open Source Apache License v2.0 Page: 7/33 

 
 
 

But, by looking at the corresponding flow IP Counters and their evolution chart, It doesn’t seem to 
be a permanent problem: indeed, there are far more data packets than ICMP error occurrences. So, 
the client side could experience network problems. Being a private IPv4 address, the root cause 
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could lie in the inter-LAN connectivity: intermittent VPN link or lack of static return route over one of 
the possible inter-LAN paths. 
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3. FTP FILE TRANSMISSION PROBLEMS  

3.1 OPERATORS OR CONVERSATIONS REPORT PER 
SERVER 
Thanks to the in-depth protocol dissection and FTP sessions follow-up, the tool permits to pinpoint 
problems occurring during file transfers with one particular remote client. 

First, we start with the synthetic Operators report applied to a given FTP server: 141.253.221.106:21, 
and we look at its communications with peers (i.e. FTP clients in our case): 

• Ingress traffic from 36.110.173.7 is not really big (17.92 MB), but experiences 1.23 % of 
retransmission, although consisting mostly in empty acknowledges (only 1.38 KB of TCP 
payload) of files that are actually traversing in the reverse direction (downloads): 
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• But more significantly, egress traffic to 36.110.173.7 forms the bulk (1.10 GB) and 
experiences 3.05 % of retransmission in supporting the actual download of data files: 
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3.2 FTP SUMMARY SHOWS TRANSFERS OF LONGEST 
DURATION 
The files downloaded by this client take a relatively long time: 6 of the top-10 longest files transfers 
during the 3.5 hours! 
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3.3 FTP COUNTERS REPORT SHOWS ABORTS AND 
RESTART 
When looking at the FTP Counters for the bi-directional data flow, we see that it incurs 8 FTP Aborts 
and 1 FTP Restart! 
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3.4 LOOKING AT INDIVIDUAL FILE TRANSFERS – FTP 
DETAILS 
Now, we can look at the individual file transfers for this client on that period of time: 

 

 
 

 

It shows that the user “repository” has fetched, at ‘2017-07-10 11:40:01‘, the file 
“SWB_FAC_MICE_20140504.cdf” as part of its multi-file transfer session that started at ‘2017-07-10 
11:31:06‘; the file size has been announced to be 12 452 608 bytes and the TCP payload actually sent 
was 12 755 020 bytes (implying TCP retransmissions). 
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This wasn’t apparently fully successful, because at “2017-07-10 11:40:01” the transfer of the same 
data file has been restarted at offset of 12 450 880 bytes – during a new session started at “2017-
07-10 11:45:50” and commanding, thereafter, subsequent transfers of other files – resulting in a 
transfer of 1964 bytes,  

 

 
 

 

 

 

3.5 LOOKING AT INDIVIDUAL FILE TRANSFER 
CONNECTIONS – TCP DETAILS 
Now, we can analyse what has happened during those two corresponding TCP data connections, 
supporting the first and re-started transfers of the subject data file. 

• We ask for the report on TCP Details covering the same FTP data flow from 11:32 until 15:03 on 
that day (2017-07-10): 
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• And we see that the first attempt to transfer the file has resulted in a non-negligible amount of 
retransmitted TCP segments and, consequently, the TCP window size has been significantly 
reduced compared to the maximum reached during the TCP connection lifetime. 

This does not only happen for the transfer of this data file, but also for the other (subsequent) 
TCP connections transferring other data files: 
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• Although, for the re-started transfer at ‘2017-07-10 11:46:51’, the volume was small enough 
to avoid any retransmission, so that the last window size is equal to the maximum reached: 
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4. ABNORMAL INCREASE IN DELAYS AND PACKET 
LOSSES 

4.1 DETECTING SLOWDOWN IN TWO-WAY DELAYS 
By inspecting two-way delays with a remote private site, we look at the delays with one of our 
private address: 172.19.11.10. This is a FTP client that conducts file transfers in active mode based 
on server-side TCP port 20. 

The delay with the local server is meaningless, but that with the remote client, acting as FTP data 
connection initiator, shows a surprising short jump in delays on ‘2017-07-03’ around 21:00 – 22:00. 
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Fortunately, we are also monitoring this remote system through regular SNMP polling: regular 
SNMP get request/response pairs with IDP port 161. 

So, we look at the two-way delays of the corresponding SNMP flow. And we observe a similar 
slowdown in the same time frame. 
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4.2 ANALYSING SLOWDOWN IN ONE-WAY LATENCY 
By having installed another trafMon probe at our remote site, and having configured the one-way 
monitoring of this low volume SNMP data flow, we can further investigate the traffic abnormality. 
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We see that the slowdown is really an abnormality compared to the 15 millisecond constant latency. 
But we can also see that the average and distribution of latency are quickly increased as is the 
number of packets, and that they slowly diminish, more or less in conjunction with the decrease of 
packets (look at the cumulated size of the bubbles and in the table of values). 
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4.3 IP COUNTERS CONFIRM THE TRAFFIC BURST 
When looking at the IP Counters of the traffic with the concerned remote host, locally seen at the 
side of the SNMP manager, we get the confirmation of the sudden traffic burst, which is 
accompanied with frequent ICMP errors. 
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4.4 ONE-WAY COUNTERS REVEAL PACKET LOSSES 
The latency analysis concludes to a network path saturation due to traffic increase. And the 
associated one-way counters show that this slowdown is accompanied with occurrences of packet 
losses in the manager-to-agent direction of the SNMP data flow. 
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In the reverse direction, the slowdown is also clearly visible in the latency report. 

 
 

But, more surprisingly, few packets are detected at destination side while not seen at their source: 
one way missed packets. 
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4.5 TRAFMON PROCESSING EVENTS ARE KEPT WITH 
THE DATABASE OBSERVATIONS 
Because we know that the cause is a bursty increase in packets, we look at the events published by 
the probe (named chioggia) at the agent source side, where packets have been missed. Maybe the 
packet capture buffer was overflowing, in which case the probe would have reported an event. 

In order to let you participate to the continuous building of the tool, we haven’t implemented 
ourselves any BIRT report that shows the event log. So, we go to query the MySQL the database 
directly: for instance, though the installation and use of the phpMyAdmin open source utility. 
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SELECT * FROM `trafMon`.`eventtable` WHERE `time` BETWEEN ‘2017-07-03 21:00:00’ AND 
‘2017-07-03 23:10:00’ 

 

 
 

In fact, we see the trafMon collector (rho) mentioning the lost and incomplete (missed) packets, but 
no message from the concerned probe about its load level or the saturation of its capture buffer. 

Hence, this means that the missed packets are due to the saturation, upon burst of traffic, at the 
mirror port of the switch to which the probe is connected. 
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5. RELEVANT CONFIGURATION TUNING 

One XML configuration file, common to all distributed trafMon probes, and to the central trafMon 
collectors, defines what observations to collect from the monitored traffic. 

5.1 PACKET COUNTERS (INCLUDING ICMP ERRORS) 
The below excerpt of configuration file produces all protocol packet counters about IPv4, ICMP and 
the UDP or TCP transport protocols. 

 
  <GranularFlow name="uniDirAtProbeIf" > 
    <DistinctIf /> <!-- mandatory when Counters, to avoid double records --> 
    <DistinctAddr field="srcdst" /> 
    <DistinctPort field="portpair" portspec="privileged" /> 
    <GroupBy      field="ipproto"/> 
  </GranularFlow> 
 
  <!-- ALL Unidirectional packets (for volumes counting) 
       ================================================= 
  --> 
  <FlowClass id="200" name="ALL_packets" 
                                      descr="ALL Unidirectional IP Fragments"> 
    <Measure interval="1min" > 
      <Stats verifChksum="bestEffort"> 
        <PacketCounters for="allFragments"/> 
      </Stats> 
    </Measure> 
    <FlowGrain ref="uniDirAtProbeIf" /> 
    <Filter> 
      <On probe="trafMon-probe" if="p1p1" /> 
      <On probe="trafMon-probe" if="p1p2" /> 
      <PacketExpr> 
        <AND> 
            <Predicate field="src" op="betw" 
                                   value="0.0.0.1" value2="255.255.255.254" /> 
            <Predicate field="dst" op="betw" 
                                   value="0.0.0.1" value2="255.255.255.254" /> 
        </AND> 
      </PacketExpr> 
    </Filter> 
  </FlowClass> 
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5.2 FTP AND TCP COUNTERS AND DETAILS 
To measure the complete FTP session exchanges and the associated data transfers, including the 
stateful follow-on of underlying control and data TCP connections (ftpdata="full"), the following 
must be configured: 

 
  <GranularFlow name="protoConversAtProbeIf" > 
    <DistinctIf /> <!-- mandatory when Counters, to avoid double records --> 
    <DistinctAddr field="addrpair" /> 
    <DistinctPort field="portpair" portspec="privileged" /> 
    <GroupBy      field="ipproto"/> 
  </GranularFlow> 
 
  <!-- FTP: TCP port 21 
       ================ 
  --> 
  <FlowClass id="21" name="FTP_port21" descr="TCP with port==21"> 
    <Measure interval="1min" > 
      <Stats verifChksum="bestEffort"> 
        <PacketCounters for="firstFragment"/> 
                          <!-- Don't ask for Dgram for TCP to avoid unnecessary 
                               keeping of subsequent frags (of other flows) 
                               between same IP address pair --> 
        <TCPConnections granularity="each"/> 
        <FileTransfers  protocol="FTP" granularity="each" 
                        ftpdata="full"/> 
      </Stats> 
    </Measure> 
    <FlowGrain ref="protoConversAtProbeIf" /> 
    <Filter> 
      <On probe="voghera" if="eth0" /> 
      <On probe="bagheria" if="eth0" /> 
      <On probe="chioggia" if="eth0" /> 
      <On probe="chiavari" if="eth0" /> 
      <PacketExpr> 
        <AND> 
          <Predicate field="proto" op="eq" value="tcp"/> 
          <Predicate field="port"  op="eq" value="21"/> 
        </AND> 
      </PacketExpr> 
    </Filter> 
  </FlowClass> 

 

 



An open source network traffic performance 
monitoring and diagnostics tool. 

© 2020 AETHIS sa/nv Belgium     -  All rights reserved   -    trafMon Use Case 2: Communications Troubleshooting & Diagnosis 
Document version 1.0, 2020-10 Open Source Apache License v2.0 Page: 30/33 

5.3 DELAY OBSERVATIONS: ROUND-TRIP AND 
ONE-WAY 
In order to measure the two-way delays over TCP connections, following configuration should be 
specified: 

 
  <GranularFlow name="protoConversAtProbeIf" > 
    <DistinctIf /> <!-- mandatory when Counters, to avoid double records --> 
    <DistinctAddr field="addrpair" /> 
    <DistinctPort field="portpair" portspec="privileged" /> 
    <GroupBy      field="ipproto"/> 
  </GranularFlow> 
 
  <!-- Round trip delay measurement for TCP-RTTM 
  --> 
  <FlowClass id="8888" name="TCP-RTTM-RoundTrip-histo" 
    descr="TCP RTTM Timestamps aggregated delay"> 
    <Measure interval="10s" > 
      <Delay for="firstFragment" granularity="probeAggregated"> 
        <RoundTripDelay protocol="tcpOptRTTM" with="both" /> 
        <Histogram lowBound="0" highBound="300" sliceCount="8" /> 
      </Delay> 
    </Measure> 
    <FlowGrain ref="protoConversAtProbeIf" /> 
    <Filter> 
      <On probe="bagheria" if="eth0" /> 
      <On probe="chiavari" if="eth0" /> 
      <PacketExpr> 
        <AND> 
          <Predicate field="proto" op="eq" value="tcp"/> 
        </AND> 
      </PacketExpr> 
    </Filter> 
  </FlowClass> 

 

In order to also measure the two-way delays of UDP/SNMP transactions, following configuration 
should be specified: 

 
  <!-- Round trip delay measurement for SNMP 
  --> 
  <FlowClass id="5555" name="SNMP-RoundTrip-histo" 
    descr="SNMP Req/Rsp aggregated delay"> 
    <Measure interval="10s" > 
      <Delay for="firstFragment" granularity="probeAggregated"> 
        <RoundTripDelay protocol="udpSNMP" /> 
        <Histogram lowBound="0" highBound="800" sliceCount="4" /> 
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      </Delay> 
    </Measure> 
    <FlowGrain ref="protoConversAtProbeIf" /> 
    <Filter> 
      <On probe="bagheria" if="eth0" /> 
      <PacketExpr> 
        <AND> 
          <Predicate field="proto" op="eq" value="udp"/> 
          <Predicate field="port"  op="eq" value="161"/> 
        </AND> 
      </PacketExpr> 
    </Filter> 
  </FlowClass> 

 

In order to measure one-way latency and to detect packet losses (or missed packets), the trafMon 
XML configuration should encompass the following type of measurements: 

 
  <GranularFlow name="perProtoServicePort" > 
    <DistinctAddr field="srcdst" /> 
    <DistinctPort field="portpair" portspec="privileged" /> 
    <GroupBy      field="ipproto"/> 
  </GranularFlow> 
 
  <!-- One-way Delay and Packet Loss on SNMP: LOCAL INT <> REMOTE DMZ 
       ============================================================== 
       Request: SNMP from LOCAL INT to REMOTE DMZ 
       ++++++++++++++++++++++++++++++++++++++++++ 
  --> 
  <FlowClass id="1111" name="One-Way_SNMP_Requests" 
    descr="SNMP Requests one-way aggregated delay and loss/partial counters"> 
    <Measure interval="1min" > 
      <Delay for="allFragments" granularity="collectorAggregated"> 
        <OneWayDelay from="locint_rq" to="remdmz_rq" lost="count" > 
          <Hop name="locint_rq"/> 
          <Hop name="remdmz_rq"/> 
          <Sign/> 
        </OneWayDelay> 
        <Histogram lowBound="0" highBound="5000" sliceCount="7" /> 
      </Delay> 
    </Measure> 
    <FlowGrain ref="perProtoServicePort" /> 
    <Filter> 
      <On probe="bagheria" if="eth0" /> 
      <CaptureTimeStamp           hopName="locint_rq"/> 
      <PacketExpr> 
        <AND> 
          <Predicate field="proto" op="eq" value="udp"/> 
          <Predicate field="dport" op="eq" value="161"/> 
          <Predicate field="dst"   op="eq" value="&remdmz1;"/> 
        </AND> 
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      </PacketExpr> 
    </Filter> 
    <Filter> 
      <On probe="chioggia" if="eth0" /> 
      <CaptureTimeStamp           hopName="remdmz_rq"/> 
      <PacketExpr> 
        <AND> 
          <Predicate field="proto" op="eq" value="udp"/> 
          <Predicate field="dport" op="eq" value="161"/> 
          <Predicate field="dst"   op="eq" value="&remdmz1;"/> 
        </AND> 
      </PacketExpr> 
    </Filter> 
  </FlowClass> 
  <!-- Response: SNMP from REMOTE DMZ to LOCAL INT 
       +++++++++++++++++++++++++++++++++++++++++++ 
  --> 
  <FlowClass id="2222" name="One-Way_SNMP_Responses" 
    descr="SNMP Responses one-way aggregated delay and loss/partial counters"> 
    <Measure interval="1min" > 
      <Delay for="allFragments" granularity="collectorAggregated"> 
        <OneWayDelay from="remdmz_rs" to="locint_rs" lost="count" > 
          <Hop name="remdmz_rs"/> 
          <Hop name="locint_rs"/> 
          <Sign/> 
        </OneWayDelay> 
        <Histogram lowBound="0" highBound="5000" sliceCount="7" /> 
      </Delay> 
    </Measure> 
    <FlowGrain ref="perProtoServicePort" /> 
    <Filter> 
      <On probe="chioggia" if="eth0" /> 
      <CaptureTimeStamp           hopName="remdmz_rs"/> 
      <PacketExpr> 
        <AND> 
          <Predicate field="proto" op="eq" value="udp"/> 
          <Predicate field="sport" op="eq" value="161"/> 
          <Predicate field="dst"   op="eq" value="&locint1;"/> 
        </AND> 
      </PacketExpr> 
    </Filter> 
    <Filter> 
      <On probe="bagheria" if="eth0" /> 
      <CaptureTimeStamp           hopName="locint_rs"/> 
      <PacketExpr> 
        <AND> 
          <Predicate field="proto" op="eq" value="udp"/> 
          <Predicate field="sport" op="eq" value="161"/> 
          <Predicate field="dst"   op="eq" value="&locint1;"/> 
        </AND> 
      </PacketExpr> 
    </Filter> 
  </FlowClass> 
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And the IP Counters are obtained as per the configuration in section 5.1 above. 
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