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Abstract. We investigate the use of recent advances in deep learning
and propose an end-to-end trainable multi-instance convolutional neural
network within a mixture-of-experts formulation that combines infor-
mation from two types of data—images and clinical attributes—for the
diagnosis of lymphocytosis. The convolutional network learns to extract
meaningful features from images of blood cells using an embedding level
approach and aggregates them. Moreover, the mixture-of-experts model
combines information from these images as well as clinical attributes
to form an end-to-end trainable pipeline for diagnosis of lymphocytosis.
Our results demonstrate that even the convolutional network by itself
is able to discover meaningful associations between the images and the
diagnosis, indicating the presence of important unexploited information
in the images. The mixture-of-experts formulation is shown to be more
robust while maintaining performance via. a repeatability study to as-
sess the effect of variability in data acquisition on the predictions. The
proposed methods are compared with different methods from literature
based both on conventional handcrafted features and machine learning,
and on recent deep learning models based on attention mechanisms.
Our method reports a balanced accuracy of 85.41% and outperfroms
the handcrafted feature-based and attention-based approaches as well
that of biologists which scored 79.44%, 82.89% and 77.07% respectively.
These results give insights on the potentials of the applicability of the
proposed method in clinical practice. Our code and datasets can be found
at https://www.github.com/msahasrabudhe/lymphoMIL.
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Fig. 1: An example from blood cell images for a patient with a lymphocyte count
of 6.967 × 1010/L. Each image depicts lymphocytes (with dark purple nuclei)
surrounded by red blood cells. The six images in the left group depict abnormal
lymphocytes while the two in the right one are normal.

1 Introduction

Lymphocytosis (i.e., absolute lymphocyte count above 4 × 109/L) is a com-
mon finding, which can be either a reaction to infection, acute stress, and so
on (termed reactive), or the manifestation of a lymphoproliferative disorder—a
type of cancer of the lymphocytes (termed tumoral). In existing clinical practice,
diagnosis (as either reactive or tumoral) relies on visual microscopic examination
of the blood cells (Figure 1) together with the integration of clinical attributes
such as age and lymphocyte count. Taking into consideration the visual assess-
ment based on clinical attributes together with texture and size of the lympho-
cytes in the blood smear, a diagnosis of the subtype of lymphoid malignancy is
performed. On the positive side such practice is fast and affordable. It suffers
however from poor reproducibility. Additional clinical tests are required, with
flow cytometry being the gold standard to definitively affirm the malignant na-
ture of the lymphocytes. However, this analysis is relatively expensive and time
consuming, and therefore cannot be performed for every patient in practice.
Therefore, the development of automatic and accurate processes could lead to
a better way to determine which patient should be referred for flow cytometry
analysis, augmenting and assisting the assessment of the clinicians.

Imaging offers great potential to analyze blood cells in a non-invasive and
repeatable manner. In the last decade radiomics has emerged in oncology as a
way to extract imaging features for diagnosis or prediction of treatment outcome
or to be used as a surrogate of oncogenic processes that are difficult to explore
by contextual biopsies [1–3]. In a standard radiomic approach, tumors or regions
of interest (ROI) are detected and outlined. Features describing, e.g., shape,
texture, or morphology, are subsequently extracted [4]. A detailed review of
texture analysis methods focusing on microscopy images of cells or tissues can
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be found in [5]. In such a setting, (i) the segmented ROIs and pre-defined features
are choice-dependent, i.e., only a certain region of the image is used for feature
extraction; and (ii) feature extraction is performed independently of statistical
modelling, i.e., it is independent of the target training label, thus diminishing
the ability to find evidence-driven correlations, a thriving innovation in precision
medicine. We argue that we have no evidence that these imaging features capture
all correlations between the images and the targets. Moreover, we believe that
these independent processes of feature extraction and prediction modelling do
not necessarily take full benefit of the richness of all information offered by the
images. For our problem setting, modelling these correlations with handcrafted
image features becomes even more difficult because of lack of target variables for
individual images. The diagnosis being performed over a set of images of varying
cardinality, the target variables (reactive and tumoral) are only available for the
entire set, i.e., at the patient-level. It is challenging for biologists to annotate
each individual image as either normal or abnormal, and yet this annotation
suffers from inter-observer variability. Finally, presence of individual abnormal
lymphocytes does not guarantee tumoral nature of the symptoms, again making
the patient level assessment a necessity.

The images used for this problem (Figure 1) are acquired from blood smears,
which are made by placing a drop of blood between two slides in order to create
a thin, uniform layer of blood so that individual blood cells are non-overlapping
and can be observed under a microscope. These images are then captured using
a DM-96 device (Cellavision) while focussing on individual lymphocytes.

In this paper, we present a novel approach for the challenging task of di-
agnosis of lymphocytosis. Our proposed mehod is able to predict the nature of
symptoms (reactive/tumoral) from an acquired set of images of lymphocytes
combined optimally with clinical attributes. In particular, the contributions of
this paper are fourfold. First, we propose a multi-instance deep convolutional
neural network for extracting visual representations from multiple microscopy
images and associate them directly with the patient’s diagnosis. Second, we in-
vestigate how different aggregation methods for the multiple instance scores af-
fect the model’s predictions compared to directly trained attention mechanisms.
Thirdly, we introduce a mixture-of-experts model [6] in order to learn a classifier
from both images and the patient’s clinical attributes to render a reliable diag-
nosis. Finally, we show comparisons with classical image-based methods coupled
with multi-instance classification, as well as recent deep learning-based attention
methods reporting better performance.

The paper is organized as follows. Section 1.1 discusses previous work on
multiple-instance learning as well as deep learning applied to medical analysis.
We then describe our method, and present its components and implementation
details in Section 2, followed by descriptions of competing methods in Section 3.
The dataset used for this study is introduced in Section 4, which is followed by
a discussion of the evaluation setting and the results of our experiments. This
section also discusses interpretability of the model through saliency visualized
using guided backpropagation (Section 5). An extensive comparison with other



4 Sahasrabudhe, Sujobert, et al.

methods and ratings of clinical experts is presented along with a discussion of
the results in Section 6.

1.1 Related Work

Multiple instance learning (MIL) [7,8] applies to problems where objects (bags)
are described by multiple observations (instances) with labels being provided
only for the bags. It can be also considered as a form of weakly supervised
learning. The challenge that arises for such representations is the lack of precise
annotation for each individual instance, and the fact that some of the instances
could lack information or encode even misleading information about the object’s
class (e.g. not all cells are abnormal in a sample of blood smears from a patient
exhibiting tumoral behaviour, as shown in Figure 1). While the literature on
using machine learning to exploit information contained in cytometry images
is sparse, recent work in the analysis of cells and tissue exists, for example,
histopathological images. We discuss some such recent advances in this section.

Several methods have been proposed exploiting local or global information
and implementing different classifiers or mapping functions [9, 10]. Specifically
for histopathological image analysis, a variety of machine learning techniques
have been investigated and are exhaustively presented in various reviews [11,12].
Methods based on content-based image retrieval were very commonly used to ad-
dress this problem [13,14]. Moreover, especially for the task of cell segmentation,
a variety of methods have been proposed using bag-of-words [15], support vector
machines [16], neural networks [17] or Gaussian mixture models [18]. However,
all these methods use predefined hand-crafted imaging features and fail to take
full benefit of the domain specificity. A recent work [19] exploits features from
tensor decomposition for histopathological diagnosis to address this problem.

There are a lot of studies that adapt CNN models for MIL by using dif-
ferent pooling layers such as the maximum, mean, generalized mean, log-sum-
exponentiation (LSE) [20] or the noisy-and function [21]. In particular, [21]
presents a CNN architecture which classifies and segments microscopy images us-
ing an end-to-end multiple instance scheme. Further, [22] proposes an attention-
based multi-instance architecture to classify histophathological images. Several
works have explored multiple-instance based frameworks for computer vision
tasks, notably for weakly-supervised semantic segmentation. [23] propose using
a CNN to predict pixel-wise heatmaps for object classes coupled with an ag-
gregation function for class scores to give an image-level label. The image-level
classifier can be trained with negative log-likelihood. [24] localise objects using
a CNN pre-trained on ImageNet on top of sliding windows on images to gen-
erate training examples for an object detector for Pascal VOC object detection
problem. In a follow-up work [25], they use a modified loss function which trans-
fers labels to sliding windows based on the image-level label. Several studies
propose using multi instance learning methods for histopathological image anal-
ysis [26–29]. Some of them also investigate the fusion of histopathology images
with genomic or molecular data. Both studies presented in [30, 31] propose the
concatenation of deep learning based features extracted from the convolutional
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layers with the additional data before the fully connected layers of the network.
A similar fusion strategy is used in the recent work [32] which aggregates several
networks trained on different modalities. Our approach extends the notions of
these methods towards a generic multi-instance deep learning framework from
weak annotations that are augmented by information relevant to the patient’s
clinical data. We propose an images-only model as well as a mixture-of-experts
model for fusion of these two modalities.

Few works on automated diagnosis of lymphocytosis using machine learning
can be found in literature. Two recent works explore the use of clinical data for
direct prediction of a lymphoproliferative disorder (also termed tumoral). The
authors of [33] train a decision tree based on examination results of patients,
which they treat as feature vectors. In a more recent work [34], the authors
test several classifier models, for example, support vector machines, multi-layer
perceptrons, decision trees, and nearest neighbour algorithms, on cell population
data and clinical attributes, and predict three classes—healthy control, viral
infection, and chronic lymphocytic leukemia. However, both of these works do
not directly use images to train their classifiers. To the best of our knowledge,
ours is the first work to train a deep learning model using images coupled with
clinical data for the diagnosis of lymphocytosis.

2 Deep multi-instance learning

In this section, we present our deep learning-based framework for the task of
predicting the presence of a lymphoproliferative disorder. First, we briefly discuss
all the notations used and the main MIL scheme. This is followed by a description
of all the components and details of the proposed framework. We follow this with
a brief review of competing methods. Experimental results and comparisons with
these methods follow. We conclude with a discussion of the findings.

2.1 Notation

Let us first introduce some notation to describe the proposed approach. We
are given a set of N subjects, with a set of images being associated with each
patient—the number of which can vary from one patient to the other—along
with patient attributes, namely age and lymphocyte count. We represent the
data of a patient as

Si =

({
Xj

i

}j=Ni

j=1
, ai, ci, yi

)
, (1)

where {Xj
i } represents the Ni images obtained from the i-th patient, and ai,

and ci represent their age in years, and lymphocyte count in number of cells per
litre of blood, respectively. The target class is represented by a binary variable
yi ∈ {0, 1}, with the values indicating a reactive and tumoral nature, respectively.
We will use this notation throughout the paper, while further pertinent notation
shall be introduced later.
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(a) cnn, mlp, and avg models

(b) Mixture-of-Experts (moe) model

Fig. 2: Schematic representations of the models—top: the cnn, mlp, and avg
models; and bottom: the moe model. Please see text for a detailed explanation.
Red arrows in the avg model indicate that data flow through these arrows is not
involved in the training phase, but only in the prediction phase. Further, Lcnn

and Lmlp in the top figure indicate where these training losses are applied for
the cnn and mlp models. In the bottom figure, Σ refers to Equation 17.

2.2 Standard MIL assumption

In the standard MIL assumption each instance is considered to fall into one of the
two categories—positive (1), or negative (0) [8, 35]. Furthermore, the existence
of one or more positive class instances in the bag renders the bag itself positive.
Concretely, this can be written as

yi =

{
1 if

∑
j y

j
i ≥ 1 ,

0 otherwise.
(2)
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Since yji ∈ {0, 1}, this equation can further be simplified as

yi = max
j
yji . (3)

This, however, is quite a strong assumption for our problem. Firstly it re-
quires knowledge of the instance-level class which is not available. To address
this challenge, many algorithms arbitrarily assume that each instance inherits
the class from the bag it belongs to. Such an assumption is not suitable for
our problem because the malignancy of an individual lymphocyte is uncertain
looking only at the blood smear as cytologists can have differing opinions on the
matter. Secondly, the presence of only one abnormal lymphocyte does not justify
a diagnosis of tumoral behaviour. To adhere more closely to the knowledge-based
diagnostic approach followed by cytologists, we should draw inference from all
instances in a bag.

This reasoning leads us to the choice of a more general aggregation approach.
The aggregation function should be one that is invariant to permutation of
the instances. Broadly, we can classify aggregation approaches into two classes
instance-level and embedding-level MIL [35]-

1. Instance-level MIL. This approach aggregates instance-level predictions
to give bag-level predictions. Thus, a model predicts yji , which is followed by
an aggregation function to yield an estimate of yi. Examples of aggregation
functions that fall into this category are the max and mean functions, log-
sum-exp [36], log-mean-exp, noisy-or [37], and noisy-and [21].

2. Embedding-level MIL. In this approach, instead of aggregating predic-
tions at the instance-level, a low-dimensional embedding of instances is
learnt, and a bag-level classifier is trained on top of the aggregation of the
embeddings of all instances in the bag. We shall refer to the vector resulting
after the aggregation as the pooled feature vector, and the aggregation oper-
ation itself as pooling. This approach was employed in [38], and also shown
to perform well on document classification [39, 40], as well as whole-slide
histopathology images for discriminative patch detection [41], and nuclei lo-
calization [22]. This approach more closely models our problem, wherein the
aggregation function serves the purpose of accumulating and summarizing
knowledge obtained from all available blood smears.

It can easily be observed that the max approach discussed above is indeed
invariant to permutation, and is an instance-level approach. In this paper, we
employ a deep-learning model with embedding-level pooling. The premise for
using an embedding-level approach is based on the earlier discussion indicating
that the standard multi-instance learning assumption is not suitable for the
diagnosis of lymphocytosis.

2.3 Proposed Deep Learning Architecture

The proposed deep learning architecture consists of a convolutional neural net-
work as a feature extractor. The CNN works on the entire (unmasked) lympho-
cyte images. The final aim of the proposed framework is the accurate prediction
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of the probability P (yi = 1 | Si), where the variable yi = 1 indicates the presence
of disease, and yi = 0, otherwise. In this study, we introduce a deep learning
model which draws patient-level inference using only the images {Xj

i } to model
this probability. For such a setting, each patient will be referred to as a bag, and
the yi-s as bag-level labels. Similarly, each image in {Xj

i } will be referred to as

instance and the yji will denote the instance-level labels corresponding to Xj
i .

For the training of the model, the only provided annotations are yi.

CNN for Blood Smears A convolutional feature extractor is used to generate
low-dimensional embeddings for each of the instances. The feature extractor is
followed by a pooling operation in the embedding space, and a classifier which
predicts the probability of disease trained on top of the pooled representations.
We design the model so that it is end-to-end trainable, in that it learns the
low-dimensional embedding as well as the classifier jointly (Figure 2a).

Let M be the function that represents this feature extractor. M operates
on instances (Xj

i ) and generates an embedding in a low-dimensional space. Let
fPool represent a pooling function on these embeddings which is permutation-
invariant. In this study, we investigate three pooling functions—the element-wise
maximum function (fMax), the element-wise average function (fMean), and the
log-sum-exp function (fLSE). These are defined as

fMax

(
{hj

i}
)

=

(
max

j
hj
i (k)

)
1≤k≤E

; (4)

fMean

(
{hj

i}
)

=
1

Ni

∑
j

hj
i ; and (5)

fLSE

(
{hj

i}
)

=
1

r
log

 1

Ni

∑
j

exp
(
r · hj

i

) , (6)

where hj
i = M(Xj

i ) ∈ RE represents the embedding of Xj
i , and E is the dimen-

sion of this embedding. The pooled embeddings over all instances are further
represented by the vector pi, i.e.,

pi = fPool

(
{hj

i}
)
, (7)

for fPool ∈ {fMax, fMean, fLSE}. We use a ResNet [42] as our feature extractor
M . We, however, set the width of the ResNet as a hyperparameter of our model.
Denoting by K, the the base “step size”, shown in Table 1 is the architecture
of the ResNet, with the number of channels doubling at each residual layer.
In a standard ResNet [42], K is set to 64. However, the original ResNets were
intended for large-scale computer vision applications, and as such use “wide”
latent representations. Since our problem has limited data, we make a design
choice to experiment with different values of K, where K ∈ {8, 16, 32, 64}.
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Once the aggregated representation of a bag is generated as an embedding
in the low-dimensional space, a linear classifier is used to predict the bag label.
The linear classifier assigns a score to the bag given by

ŷcnni = θ>Cpi + β , and (8)

P (yi = 1 | {Xj
i }) = σ (ŷcnni ) . (9)

Here, σ(x) =
1

1 + exp(−x)
is the logistic function, and θC and β are, respectively,

the weight vector and the bias of the classifier. Overall, this models the bag
probability as a Bernoulli distribution. Negative log-likelihood is used to train
the model end-to-end. Concretely, the loss function is defined as

Lcnn = − lnσ(ŷcnni )
∣∣
yi=1

− ln (1− σ(ŷcnni ))
∣∣
yi=0

. (10)

We will henceforth refer to this model as cnn (in small caps). It should be
noted that cnn uses only the images for diagnosis.

Multi-layer Perceptron for Clinical Data Since the clinical data (ai, ci) are
also helpful to the cytologists during diagnosis, we employ them in our model
as an additional source of information. In order to integrate the clinical data,
a multi-layer perceptron is used consisting of one hidden layer and one output
layer to predict the probability of disease.

The multi-layer perceptron consists of an input layer with two units, con-
nected to a hidden layer which also has two units. The sigmoid activation func-
tion is used in the hidden layer. The output layer has just one unit which repre-
sents the score of the classifier (Figure 2a). The score for a bag i is denoted by
ŷmlpi . This multi-layer perceptron is also trained with the negative log-likelihood
loss as described in Equation 10. Let L represent the multi-layer perceptron.
Then we can write

ŷmlpi = L(ai, ci) ; (11)

P (yi = 1 | ai, ci) = σ(ŷmlpi ) ; and (12)

Lmlp = − lnσ(ŷmlpi )
∣∣
yi=1

− ln (1− σ(ŷmlpi ))
∣∣
yi=0

. (13)

We will henceforth refer to this model as mlp. It should be noted that mlp does
not use images for diagnosis.

We have now described two models that use different training data to predict
the same variable. The two types of input data are not completely independent
of each other. Based on this, the predictions of the two models are combined in
two possible ways.

Averaging Model The averaging model simply averages the two scores from
these two models. The combined prediction is

ŷavgi =
1

2
(ŷcnni + ŷmlpi ) . (14)
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Since each predictor can be trained separately, there is no joint training in the
averaging model. We refer to this model as avg.

Mixture-of-Experts Model So far, the probability of tumoral nature was
modelled using either the blood smears (cnn model), or the clinical attributes
(mlp model), with no sharing of these informations between the models. It is
not unreasonable to assume that the two models might have disagreements over
certain examples, as the biologists themselves are not always in agreement. It
therefore makes sense to choose the better of the two models depending on
the patient. To this end, a mixture-of-experts [43–45] model is studied to learn
simultaneously from both, the images as well as the clinical attributes. However,
instead of targeting cooperation between the models, in which the loss function
over the average of both models’ predictions is minimized, we wish to promote
specialisation, such that each model specializes over a certain set of examples [6].
More concretely, two “experts”—the cnn and the mlp— are employed together
with a gating network weighting the contributions of the two experts (Figure 2b).
The gating network operates on the pooled features pi, as well the attributes ai
and ci, and outputs a set of mixing coeffecients. Such a model learns to output
a mixture of probability distributions learnt by each of the experts. Examples
of uses of a mixture-of-experts are applications to speech recognition [6, 46, 47]
and disease classification [48], among other tasks.

The gating network is formulated as an aggregation kernel learned on the
embedding space, followed by a linear layer to regress the contributions. The
complete model used for the gating network is

πcnn
i = G(pi, ai, ci) = σ

θ>G


ci

ai

θ>Api


 ; and (15)

πmlp
i = 1− πcnn

i , (16)

where πcnn
i and πmlp

i contributions of the cnn and the mlp, respectively. The
final prediction of the mixture-of-experts model is given by

P (yi = 1 | Si) = ŷmoei = πcnn
i σ (ŷcnni ) + πmlp

i σ (ŷmlpi ) , (17)

The mixture-of-experts model uses the gating network parameterized by θA
and θG, and hence can be trained end-to-end with the the two experts. The loss
function employed to train this model encourages specialisation, in that it lets
each expert concentrate on examples it can classify better. Concretely, the loss
function is formulated as

Lmoe = − ln ŷmoei

∣∣
yi=1

− ln (1− ŷmoei )
∣∣
yi=0

. (18)

We will henceforth refer to the mixture-of-experts model as moe. Three dif-
ferent paradigms are further explored in the moe framework—(P1) training the
entire model end-to-end with no initialisation; (P2) initialising the cnn and mlp
with models trained uniquely with Lcnn and Lmlp, respectively, and then training
only G; and (P3) initialising the cnn and mlp as before, and training end-to-end.
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Layer Layer Name Output Size Residual Blocks

1 conv1 112 × 112 -

2 conv2 56 × 56

[
3 × 3,K
3 × 3,K

]
3 conv3 28 × 28

[
3 × 3, 2K
3 × 3, 2K

]
4 conv4 14 × 14

[
3 × 3, 4K
3 × 3, 4K

]
5 conv5 7 × 7

[
3 × 3, 8K
3 × 3, 8K

]
6 flatten 7 · 7 · 8K -

Table 1: Architecture of the convolutional neural network M used to estimate
hj
i . The input to the network is an image of size 224 × 224. Each row defines

an operation, where each convolution is followed by batch normalisation and
rectified linear unit (ReLU). The residual layers are layers 2-5. K is a hyperpa-
rameter which determines the width of the residual network. We test with the
values {8, 16, 32, 64} for K.

2.4 Training

Our networks are trained with the negative log likelihood loss. Depending on the
used models, we employ one of the losses out of Lcnn, Lmlp, and Lmoe to evaluate
each of the components used in this study. Training is performed with standard
backpropagation. We observed that large batch sizes result in a much more stable
model than using a batch size of 1 (as in [22]). Several models were trained with
different combinations of configurations, i.e., with varied combinations of K,
fPool, training data (images, attributes), and averaging and mixture-of-experts
models. While training the CNN, we do not randomly draw a set of images of a
fixed size, but instead use all images corresponding to a patient.

Overfitting As there are very few training examples, we find that the model is
susceptible to overfitting. To reduce overfitting, standard data augmentation is
introduced during training. Random horizontal and vertical flips are added along
the x- and y-axes, as well as random rotations from the set {0◦, 90◦, 180◦, 270◦} .

Further, standard colour augmentation is employed [49]. In particular, prin-
cipal component analysis (PCA) is performed on RGB pixel values over the
training dataset. Then for a training image, three values, αi, are sampled from a
normal distribution with mean 0 and standard deviation 0.1. The colour of the
training image is then rescaled by adding

[e1, e2, e3] [α1λ1, α2λ2, α3λ3]
>

(19)

where ei and λi are, respectively, the eigenvectors and eigenvalues of the 3 × 3
covariance matrix of RGB pixel values over the entire training dataset.
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Finally, we record the performance of the model on the validation set at each
training epoch (Figure 3).

Fig. 3: Training and validation losses for the fMean pooling function for varying
ResNet widths.

2.5 Implementation Details

The code was written in Python with the PyTorch library [50], and executed
on a machine equipped with a NVIDIA GTX 1080 GPU, a 12-core 3.5 GHz
processor, and 32 gigabytes of memory. The models were trained using the Adam
optimiser [51], starting with a learning rate of 0.0001, and decay it by a factor
of 0.1 every 96, 000 iterations. We use β1 = 0.9 and a weight decay of 0.0005.
Training is done for 220, 000 iterations, in which the learning rate is decreased
by a factor of 0.1 twice. While the number of training iterations is fixed, we also
choose the best model found during training according to its performance on the
validation set. Training one model takes about one and a half days.

The original images in our dataset are of size 360 pixels× 360 pixels, but we
resize them to 224 pixels × 224 pixels, as we observed that we do not lose any
significant information under the resizing operation, and it allows us to curb
overfitting as well as use less memory overall. The RGB values of images are
then centered using the per-pixel mean over the entire dataset.

3 Compared Methods

3.1 Learning from clinical attributes

We first compare our method against standard classifiers applied on the clini-
cal attributes. In particular, we train an SVM, decision trees, and a Gaussian
naive Bayes classifier, as well as ensemble models like AdaBoost, gradient boost-
ing classifier, and random forests. We show the results of these experiments in
Tables 3 and 4.

3.2 Classical Approach

To evaluate the performance of our proposed method we compare it with an
MIL framework using classical imaging features.
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Feature Extraction Before we employ an MIL scheme, a feature extraction
step on the blood smear images is required. These features must be extracted
from the area of interest, i.e., the lymphocytes in the images for our case. Under
this framework, a segmentation of lymphocytes in needed to compute several
imaging and shape characteristics. The lymphocytes were automatically seg-
mented in each image instance Xj

i using the Simple Linear Iterative Clustering
(SLIC) superpixels algorithm [52], after a smoothing operation as a preprocessing
step. SLIC is a gradient ascent method implementing a local K-means cluster-
ing to generate a K-superpixel segmentation. Since the best value for K is not
known in advance, we perform multiple segmentations for different values of K
and then created an average segmentation for each instance and each of the
RGB image channels. This multi-scale fuzzy segmentation step did not require
any parameter tuning and aimed to smooth the boundaries of ambiguous regions
while at the same time retain the crisp boundaries of regions that were present in
more scales. The smoothed RGB image was then segmented using the K-means
clustering algorithm in HSV (hue, saturation, value) colour representation scale
using K = 3. The three obtained clusters represented i) the lymphocytes (with
the cytoplasm), ii) all other cells, and iii) the background. If several lympho-
cytes were found in an image, only the largest of them was retained and used for
feature extraction. The analysis of the classical image characteristics was based
on 94 features extracted from each of the segmented blood smear images per
subject. These features are described in detail below.

Shape The shape of the largest lymphocyte in each image was described by 12
features: area, major axis length, minor axis length, eccentricity, convex area,
filled area, Euler number, equivalent diameter, solidity, extent, and perimeter
calculated in two ways using different weights for diagonal pixels and corners.

Image Statistics 3 intensity statistics (minimum, maximum, average) were
extracted for each of the 3 RGB channels inside the region of interest.

Texture 24 texture variables [53] including the average fractal dimension and
statistical measures (autocorrelation, contrast, correlation1, correlation2, cluster
prominence, cluster shade, dissimilarity, energy, entropy, homogeneity1, homogeneity2,
maximum probability, sum of squares, sum average, sum variance, sum entropy,
difference variance, difference entropy, information measure of correlation1, infor-
mation measure of correlation2, inverse difference, normalised inverse difference,
moment normalised inverse difference) from the gray-level co-occurrence matrix
were calculated for pairs of pixel in 0◦, 45◦, 90◦, 135◦, for each of the 3 channels.

Density The number of lymphocytes in the image was used as a measure of
cell density.

MIL Training The feature vectors from all blood smear images of each sub-
ject comprised a multiple instance dataset which was introduced into a MIL
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classifier for prediction of lymphocytosis. We investigated several standard MIL
classifiers from the multiple instance learning literature, such as the expectation
maximization maximum diverse density (EMDD) [54], multi-instance support
vector machine (MI-SVM) [55], multi-instance learning in embedded subspaces
(MILES) [56], but the best performing, which was finally selected, was the
specialising MIL (SPEC MIL) which is a generalisation of MI-SVM. The only
hyperparameter in this algorithm is the fraction of positive instances, which was
tuned by 3-fold cross validation on the training set and then fixed to the value
attaining most often the highest classification accuracy. Two experiments were
performed. The one relied only on the handcrafted image features whereas the
other included also ai and ci. Integration of the clinical variables with the imag-
ing features was performed in an early phase and led to a joint dataset that was
introduced into the multi-instance classifiers.

Model
K = 8 K = 16 K = 32 K = 64

fMax fMean fLSE fMax fMean fLSE fMax fMean fLSE fMax fMean fLSE

cnn 0.60 0.82 0.82 0.47 0.88 0.72 0.47 0.95 0.77 0.89 0.96 0.82
avg 0.87 0.90 0.91 0.88 0.91 0.89 0.88 0.92 0.89 0.90 0.94 0.90
moe-P1 - 0.90 - - 0.92 - - 0.94 - - 0.94 -

Table 2: Area under the receiver operating characteristics curve for various mod-
els and configurations. Similarly, cnn is trained only using the images. moe-P1
refers to from-scratch training of the moe model (Section 2.3).

3.3 Attention-based Methods

We also experimented with the attention-based model recently proposed in [22].
In this approach, a CNN is trained along with an attention mechanism which
learns to focus on discriminative images in data. This approach employs a pooling
function in the latent space which is effectively a weighted average, with the
weights being determined by softmax attention. We invite the reader to refer
to [22] for further details on the model.

4 Dataset

To build a dataset for this problem, blood smears and patient attributes were col-
lected from 204 patients from the routine hematology laboratory of the Lyon Sud
University Hospital. The samples were anonymized as required by the General
Data Protection Regulation, keeping basic demographic information (age and
sex) intact. The inclusion criteria were (a) a lymphocyte count above 4× 109/L,
and (b) absence of opposition to the research. The blood smears were automat-
ically produced by a Sysmex automat tool, and the nucleated cells were auto-
matically photographed with a DM-96 device (Cellavision). All the cells labelled
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Method Data Sensitivity Specificity Accuracy
Balanced
Accuracy

Biologists imgs, attrs
0.7529 ±
0.0953

0.7885 ±
0.0126

0.7639 ±
0.0690

0.7707 ±
0.0705

AdaBoost attrs 0.7586 0.6923 0.7381 0.7255

SVM attrs 0.8621 0.6923 0.8095 0.7772

Decision Trees attrs 0.7241 0.6154 0.6905 0.6698

Random Forest attrs 0.8276 0.6154 0.7619 0.7215

Gaussian Naive Bayes attrs 0.5517 0.8462 0.6429 0.6989

Gradient Boosting attrs 0.6897 0.6923 0.6905 0.6910

mlp attrs 0.8621 0.6923 0.8095 0.7772

Classical Approach
imgs 1.0000 0.3846 0.8095 0.6923

imgs, attrs 0.8966 0.6923 0.8333 0.7944

DeepMIL [22], K = 32 imgs 0.9655 0.6923 0.8810 0.8289
DeepMIL [22], K = 64 imgs 1.0000 0.2308 0.7619 0.6154

fMean, K = 32, cnn imgs 0.9310 0.6923 0.8571 0.8117
fMean, K = 32, avg imgs, attrs 0.9310 0.6923 0.8571 0.8117
fMean, K = 32, moe-P1 imgs, attrs 0.8621 0.8462 0.8571 0.8541
fMean, K = 32, moe-P2 imgs, attrs 0.8621 0.6923 0.8095 0.7772
fMean, K = 32, moe-P3 imgs, attrs 0.8621 0.6154 0.7857 0.7387
fMean, K = 64, cnn imgs 0.8621 0.8462 0.8571 0.8541
fMean, K = 64, avg imgs, attrs 0.9310 0.6154 0.8333 0.7732
fMean, K = 64, moe-P1 imgs, attrs 0.8621 0.8462 0.8571 0.8541
fMean, K = 64, moe-P2 imgs, attrs 0.8621 0.8462 0.8571 0.8541
fMean, K = 64, moe-P3 imgs, attrs 0.8966 0.6923 0.8333 0.7944

Table 3: Different evaluation metrics for models discussed in this paper, evaluated
on the testing cohort for the diagnosis of lymphocytosis. The second column
signifies the type of incorporated training data (imgs: images, attrs: clinical
attributes, i.e. ai and ci), as explained in section 2.4.

as lymphocytes by the DM-96 device were used for analysis. To determine the
presence of a disorder, flow cytometry was used incorporating a panel of anti-
bodies for the diagnosis of lymphoproliferative disorders (CD3, CD4, CD5, CD8,
CD10, CD56, CD20, CD19, kappa, lambda). The results of this test were used
as the ground truth for the presence or absence of tumoral behaviour. In our
dataset, the minimum and maximum number of images per patient were 16 and
198, with a mean and standard deviation of 82 and 45, respectively.

The 204 patients were divided into training, validation and test sets. The
training cohort used of all our models consists of 142 subjects with 44 reactive
and 98 malignant cases. The validation cohort consists of 21 subjects with 6
reactive and 15 malignant cases, while the test cohort includes 42 subjects with
13 reactive and 29 malignant examples.

5 Experimental Results

In this section, we compare the results of the proposed with the competing meth-
ods, as well as with the visual assessment annotations from 12 different biologists
from the Lyon University Hospital. The biologists provided their diagnoses for
each of the patients of the test cohort, based on the images and the supporting
clinical data. The obtained results are evaluated and compared based on the fol-
lowing metrics: sensitivity, specificity, accuracy, balanced accuracy and in terms
of area under receiver operating characteristic curve (ROC-AUC).

In Table 2 different components of the proposed method are evaluated in
terms of ROC-AUC. The tested aggregation functions and the width of ResNet
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(K) are evaluated for the cnn, avg, and moe-P1 models. The best performance
is obtained by K = 64 and using the fMean pooling operation for both models.
Based on these observations we performed the evaluation of the moe model only
for the fMean operation.

In Table 3 a comparison between the different methods is presented, includ-
ing an ablation study for the different components (mlp, cnn and moe) of our
study. To calculate the evaluation metrics we did not perform any optimisation
for the threshold value and a value of 0.5 is used to separate reactive and tu-
moral cases for all the methods. In general, the predictions of the biologists have
a very wide variation that can reach even 9% for the sensitivity metric. More-
over, we can observe that a lot of information is captured by patient attributes
as standard classifiers are at par with the average performance of the experts in
almost all of the evaluation metrics and reach similar balanced accuracy. This
is also indicated in classical image characteristics as our experiments indicate a
boost in the overall and balanced accuracy when the attributes are combined
with the predefined features extracted from the images. However, the perfor-
mance of the classical approach is inferior to the one reported by the attention
based method [22]. The latter obtains quite high sensitivity but relatively low
specificity indicating that this method detects much more false positives for the
diseased category.

Table 3 summarises also the performance of our proposed method using
different configurations and parameters. Most of them outperform all baselines
with all the metrics, while all of them are higher than 70%. In particular, different
configurations of the proposed method namely the fMean,K = 32, moe-P1,
fMean,K = 64, cnn and fMean,K = 64, moe-P1 report the highest balanced
accuracy while they also report very high values for the rest of the metrics. This
demonstrates the robustness of the method on different configurations. It also
noteworthy that the proposed model based solely on imaging information can
perform similarly with models that use additional source of information about
the patients.

For a better and more complete evaluation of the reported methods we com-
pare the areas under their ROC curves (ROC-AUC) in Table 4. In general all the
methods report ROC-AUC greater than 0.83 with the proposed method using
the fMean reporting values higher than 0.91 proving its robustness and stability.
Finally, the models that are based only on clinical information report 0.89 as
their highest ROC-AUC which is at least 3% lower than the models that use
information produced by the images.

5.1 Repeatability

In order for our system to be used in clinical practice, it needs to be robust in
terms of repeatability. That is to say, the proposed models should arrive at the
same conclusion as long as a clinically relevant set of images is sampled from
a patient for testing. To this end, we design a test to assess the performance
of our model over several image sets sampled from the same blood sample of a
patient. From five additional patients participating in the study, five new images
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Model roc-auc

Biologists’ average 0.9204

AdaBoost 0.7255
SVM 0.7771
Decision Trees 0.6698
Random Forest 0.7215
Gaussian Naive Bayes 0.6989
Gradient Boosting 0.6910

mlp 0.8912

Classical Approach, imgs 0.8727
Classical Approach, imgs+attrs 0.8329

Deep MIL [22], K = 32 0.9151
Deep MIL [22], K = 64 0.9390

fMean,K = 32, cnn 0.9416
fMean,K = 64, cnn 0.9629
fMean,K = 32, moe-P1 0.9416
fMean,K = 32, moe-P2 0.9178
fMean,K = 32, moe-P3 0.9151
fMean,K = 64, moe-P1 0.9443
fMean,K = 64, moe-P2 0.9178
fMean,K = 64, moe-P3 0.9390

Table 4: A comparison of the cnn, moe models using the fMean pooling function
with attention models by ROC-AUC together with the comparisons with the
attention module, classical approach and the mlp model trained only with the
patient attributes. We also show a comparison against the average prediction of
the twelve biologists.

sets were extracted. As the images are extracted from the same blood sample,
the diagnosis using each image set should be the same. The goal of this test of
repeatability is then to evaluate the performance of the proposed models per
smear for each patient and examine the variance that is introduced in them.

In Table 5, we list the result of the best cnn, mlp, and moe models. The
true behaviour for each patient is listed in row 2, while the prediction of each of
the two models is listed in rows 4, 5, and 6. For the prediction row of cnn and
moe-P1, each column indicates which image set (row 3) was used for diagnosis,
whereas the maj. vote row is the diagnosis obtained by a majority vote over
the predictions on the image sets. We note that the moe model is more stable
in terms of its conclusion with much fewer intra-patient disagreements, whereas
the images-only cnn model is more sensitive to the set of sampled images as
there are more intra-patient disagreements. By majority vote, the moe model is
also able to give the correct prediction for each patient while the cnn and mlp
models fail.
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Patient A B C D E

Ground truth Reactive Reactive Reactive Tumoral Tumoral

Image set 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

cnn
prediction R T R T T T T T T T T R R R T T T T T T T T T T T

maj. vote Tumoral Tumoral Reactive Tumoral Tumoral

mlp prediction Reactive Tumoral Tumoral Tumoral Reactive

moe-P1
prediction R R R R R R T R T R R R R R R T T T T T T R T T T

maj. vote Reactive Reactive Reactive Tumoral Tumoral

Table 5: Test of repeatability. Five different sets of images were obtained from
each of five patients. The patient number, the ground truth, and the corre-
sponding image sets are shown in the first three rows, while the corresponding
predictions are in the last three rows. cnn prediction and moe prediction indi-
cate the result of these models for the corresponding image set in row 3. maj.
vote is the diagnosis obtained from majority voting over these five predictions.
Since the mlp prediction is independent of the image set used, there is only one
result per patient using this model. T refers to a diagnosis of tumoral behaviour,
while R refers to one of reactive.

5.2 Interpretability

We asked an expert from the Hospices Civils de Lyon to highlight regions in
lymphocyte cells that are important for manual diagnosis. In Figure 4, we show
these two regions. In particular, the inside of the cytoplasm and the nucleus,
as well as the shape of their borders influence the decision of whether a cell is
tumoral or not. We then applied guided backpropagation [57] coupled with mul-

Fig. 4: Important regions in a lymphocyte for diagnosis. left : an example lym-
phocyte image; centre: inside the nucleus and its shape/border; and right inside
the cytoplasm and its shape/border.

tiplication with the input [58] on our model to visualize areas of the cells termed
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important by the network for diagnosis. In some cases, the most informative
pixels correspond to sub-cellular structures which are also used by cytologists
to decipher the nature of the lymphocytes. For example, the appearance of the
nucleolus is strongly indicative of a tumoral lymphocyte (Figure 5 (a) and (b)),
whereas the presence of small granulations in the cytoplasm is characteristic of
cytotoxic T or NK lymphocytes observed in reactive situations (Figure 5 (c) and
(d)).

Fig. 5: Saliency using guided backprop times input [58]. Yellow arrows overlaid on
lymphocytes represent discriminative features in the image, while green arrows
represent the corresponding locations in the saliency maps. In (a) and (b), the
arrows point at nucleoli in the cells, while in (c) and (d), they show granulations
in the cytoplasm.

6 Discussion

To the best of our knowledge, this is the first study that provides a deep learning-
based method for accurate diagnosis of lymphocytosis. Our proposed method is
compared with standard multi instance learning schemes that are used in liter-
ature and other recently proposed deep learning based methods while it is also
compared with the visual assessment of 12 different biologists. Our experiments
indicate the superiority of our method, showing the potential of such a tool for
automated diagnosis of lymptocytosis in clinical practice.

Different pooling operators, network parameters (number of channels K),
configurations (using images and clinical attributes) and training strategies are
reported in this study in order to show the behavior of our proposed method.
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Starting with the pooling operators, fMax and fLSE show comparatively poor
performance over the tested values of K. We postulate that the fMax operator
is too strong for the problem at hand, while the fLSE operator—being a smooth
approximation to the maximum—performs better than fMax. However, both
fMax and fLSE fail to capture the relationship between the instance and the
bags unlike fMean, which reports the best performance for all the configurations.

Our experiments further indicate that the models work better when a wider
ResNet is used, i.e., a higher value of K. In particular, narrower networks seem
not powerful enough to capture all the available information and learn enough
features from the data. This is in accordance with other studies in literature [59].
However, bothK = 32, 64 perform similarly with both values reporting very close
performance (Tables 2 and 3). This result also alleviates overfitting concerns with
wider models.

Concerning the training strategies used for the moe model, our experiments
indicate that the moe model works better with the P1 training paradigm, where
both models are trained end-to-end without initialisation. This is expected be-
haviour under the training loss used. The training is done to encourage speciali-
sation, but under the P2 and P3 paradigms, the participating experts (cnn and
mlp) have been pre-trained to fit the entire data instead of specialising over a
portion of it, whereas under the P1 paradigm, they are uninitialised.

We argue that the attention-based models [22], which are one of the com-
peting methods, have lower performance than the proposed approach because of
the high variance in the number of images per patient. As the attention-based
models use a softmax function to compute image weights, these weights tend
to become skewed when there are several important examples in the set. This
renders the learning the classifier a more difficult task.

Here, it is worth mentioning that almost all the methods reach similar and
higher performances compared to the experts indicating the high potentials of
such a tool in clinical practice. However, it should be also noted that the biol-
ogists evaluated digital images of the blood smears, and not directly the blood
smears under a microscope. This might have lowered their performances, because
most of them work usually with a microscope. Our experiments also show that a
deep learning-based method is able to extract more discriminative features than
a classical approach. The performance of the images-only model (cnn) shows
that it is possible to extract and exploit information from blood smears using
an automated tool. However, it is still sensitive to the set of images extracted
as seen in Section 5.1. The moe model, on the other hand, is able to correct
errors that the cnn and mlp models were making individually. This indicates
that while neither of clinical attributes and images alone is enough to make a re-
liable diagnosis, the moe model is able to combine information from them for the
correct diagnosis. This demonstrates the robustness of the moe model to data
acquisition. While the repeatability of the model is satisfying but not perfect, as
the whole preanalytical workflow is automated, it is technically and economically
feasible to increase the number of blood smears analyzed per patient in order to
increase accuracy.



Deep MIL for Diagnosis of Lymphocytosis 21

Finally, another aspect that can be taken into account is the time-efficiency
of the proposed approaches. The proposed methods are fast when drawing in-
ference, making the entire process rapid and efficient. For our test cohort which
contains 42 patients, testing required 30s in all, which corresponds to about 0.72s
per test example. This time is better than the one needed by a biologist who
may need considerably longer for the examination of one case.

7 Conclusion and Future Work

This study presents a deep MIL scheme for reliable diagnosis of lymphocyto-
sis. Imaging features from lymphocytes which are extracted automatically are
coupled with patient attributes in a dynamic way taking advantage of all avail-
able information for each patient. Our method has been validated under differ-
ent training schemes and different pooling operators proving its robustness and
accuracy. Moreover, it has been also evaluated against human experts, classi-
cal handcrafted features combined with MIL frameworks and recently proposed
attention-based methods. We also propose a mixture-of-experts model which
combines information from acquired blood smears and clinical attributes of a
patient for a more robust assessment. Overall, we found that deep learning based
approaches outperform conventional methodologies while models that are based
only on the images report better performance demonstrating their diagnostic
capacity for lymphocytosis prediction. A repeatability test also evaluates the ro-
bustness of the cnn and the moe models and demonstrates that the moe model
is indeed able to combine information from the two sources efficiently (attributes
and images) for a more reliable diagnosis.

As we can also see from Table 3, our method outperforms the biologists’ av-
erage prediction. With all our experiments, we demonstrated that our method
can give a reliable tool to biologists in order to assist them in their everyday
practice, being deployed in real-life scenarios. However, further tests, especially
using datasets from different hospitals, must be undertaken in order to exten-
sively validate the accuracy of the method. This constitutes the second and
clinically significant part of our future work.
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