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ABSTRACT 

The presented design integrates concentrated solar power (CSP) into a compact ultra-high temperature latent heat 

thermal energy storage (UHT-LHTES) system using Phase Change Materials (PCM) and Thermophotovoltaic (TPV) 

cells, creating a Solar-to-Heat-to-Power (S2H2P) storage system ten times more compact than traditional CSP storage. 

This innovative solution aligns with the European strategy's focus on renewable energy source (RES) flexibility and 

dispatchability. To optimise this complex system, COMSOL Multiphysics® 6.1 facilitates multiphysics coupling, 

enabling key parameter optimisation and shape improvements. The results support the selection of the best materials 

and design configurations. For instance, just with very simple adjustments in the angle of a wall, the system yielded an 

improvement of 6% by reducing the PCM melting time. This is the first time that an innovative design of this kind has 

been simulated with a complete CFD model for all the elements compounding the innovative S2H2P system. 

Keywords: multiphysics optimisation modelling, solar-to-heat-to-power, thermal energy storage, phase 

change materials, concentrated solar power, dispatchability, renewable energies, thermophotovoltaic. 

1. INTRODUCTION 

As Europe carries out its ambitious Green Deal 

transformation towards the 2030 and 2050 energy goals, 

two main problems arise: dispatchability and flexibility 

of renewable energy sources (RES) [1]. The intermittent 

nature of solar and wind energy production, which 

comprised over a fifth of the electricity generation in 

2022 [2], makes it necessary to develop long-term 

solutions for storing excess energy in high-production 

periods. Energy storage is vital for enhancing energy 

system flexibility, ensuring a secure supply, and 

promoting renewable energy integration while reducing 

reliance on gas power plants [3]. 

With solar energy production growing at increasing 

rates throughout Europe [4], [5], centring attention 

towards its intermittency problem is of utmost 

importance. In this regard, concentrated solar power 

(CSP) can provide better long-term solutions than 

photovoltaics thanks to thermal energy storage (TES) 

systems that, as M.I. Khan et al. (2022) [6] explain, 

provide precise control and stability in electrical power 

even during low or no sunlight, and can be more 

affordable than directly storing electricity with Li-ion 

batteries. Moreover, combining TES with energy 

converters such as thermophotovoltaic (TPV) cells has 

the potential to achieve output electric energy densities 

close to state-of-the-art lithium-ion batteries [7], [8], 

making TES and CSP key technologies in the pursuit of 

a more sustainable future. In this regard, the potential of 

integrating Power-to-Heat and TES technologies has 

been both analytically and experimentally explored as 

solutions to improve the energy transition, flexibility, 

sector coupling and industry electrification in Europe [9]. 

TES systems can be divided into three categories 

based on the mechanism for storing the energy: sensible 

heat storage, latent heat storage, and thermo-chemical 

storage [6], [10]. The former releases and stores energy 

by lowering or raising the temperature of the storage 

medium, while the latter can store thermal energy 

through endothermic fuel oxidation reactions in chemical 

processes [6]. Latent heat thermal energy storage 
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(LHTES), however, takes advantage of the latent heat 

stored when the phase of the storage medium changes, 

thus achieving higher energy storage densities than the 

conventional sensible heat storage technologies [11]. 

Moreover, as phase changes occur over a small range of 

temperatures, LHTES can be useful for applications for 

which temperatures need to remain constant, while being 

able to store and release energy on demand [12]. 

However, applications for high-temperature storage are 

very limited due to the challenges and limitations of 

working at those high levels [13]. 

Materials used for latent heat storage are called phase 

change materials (PCMs). A detailed multicriteria 

evaluation of the PCMs thermo-physical properties and 

cyclability, as well as economic and sustainability 

aspects are crucial for a proper selection [14], [15]. There 

are three main types of PCMs: organic, inorganic, and 

eutectic mixtures [16]. Organic PCMs have major 

drawbacks when used in high-temperature applications, 

such as low latent heat values and thermal conductivity, 

which make the system less efficient [17]. Moreover, 

usually these materials also break down, are very 

flammable, and are more expensive than their 

counterparts [18]. Inorganic PCMs, such as silicon and 

boron, exhibit a higher melting point compared to their 

organic counterparts[19]. This characteristic enables the 

development of ultra-high temperature latent heat storage 

(UHT-LHTES) systems, operating over 1000ºC, that 

exhibit notable characteristics such as increased energy 

densities and improved operational efficiencies [20].  

The Solar-to-Heat-to-Power (S2H2P) solution, as 

described by A. Datas et al. [7], encompasses the 

integration of the aforementioned concepts (CSP, TPV 

and UHT-LHTES with PCM). This solution also serves 

as the foundation for the SUNSON project [21]. The 

system under consideration is distinguished by its 

utilisation of a UHT-LHTES mechanism for CSP. This 

approach offers both flexibility and dispatchability, 

allowing for efficient energy storage with high energy 

densities. The conversion efficiencies are expected to 

increase with the high-temperature levels. Assuming a 

black body aperture, a solar-to-thermal conversion 

efficiency of over 70% can be attained at PCM 

temperatures of 1200ºC; and similarly, the thermal-to-

electric conversion efficiency of TPV has the potential to 

reach efficiencies over 25% for individual cells range at 

1200ºC [22]. Additionally, the system exhibits a compact 

and modular design, thereby facilitating the possibility of 

accommodating larger power capacities in the future if 

required. 

The model proposed moves one step beyond the 

current state-of-the-art model simulations by formulating 

a numerical framework simulated with a comprehensive 

CFD model integrating each component of the system. 

Previous studies, such as the one performed by 

Veeraragavan et al. (2014) [23] or the one conducted by 

Zeneli et al. (2019) [24], have either neglected the 

consideration of natural convection or omitted the 

incorporation of radiative heat transfer mechanisms, and 

neither of them included a design optimisation study. The 

system, as outlined in [7], provides a foundational 

framework from which the modelling and optimisation 

endeavours of the UHT-LHTES developed under the 

SUNSON project will be undertaken. Consequently, the 

initial phase of this study involves the simulation of the 

aforementioned system utilising the computational 

platform COMSOL Multiphysics® 6.1 (hereinafter 

referred to as COMSOL). The system's performance will 

be enhanced and refined through an optimisation process, 

thereby deepening the comprehension of the underlying 

dynamics, and paving the way for novel avenues in 

system development. The overall methodology employed 

in this research involves the integration of simulation and 

optimisation techniques, which enables the enhancement 

of the functionality of the system and achieves greater 

clarity within the context of the research objectives. 

2. SYSTEM DESCRIPTION 

The primary configuration of the system, as depicted in 

Figure 1, comprises a cylindrical structure with multiple 

layers (from the outer wall: metal container, insulation, 

crucible, PCM, and inner cylinder hole with the movable 

TPV device). The solar input, which will provide the 

energy that will be stored in the PCM, can be found at the 

uppermost part of the system. The TPV cells, responsible 

for transforming the high-temperature thermal energy 

into electricity, are positioned at the inner centre of the 

cylinder. The cells are fixed to a motorised system that 

facilitates changing operational modes (by vertically 

moving up for charging mode and down for discharging 

mode), enabling the transition between charging and 

discharging (melting and solidifying, respectively) the 

PCM. Subsequently, the crucible's wall is positioned in 

direct proximity to the TPV cells, thereby facilitating 

efficient thermal transfer. The crucible serves as both the 

container for the PCM and the medium through which 

heat is transferred into and out of the PCM. Insulation 

serves to reduce heat dissipation to the surrounding 

environment, and it is contained within the outer wall of 

the system. The main characteristics and specifications of 

the S2H2P systems are listed in Table 1.  
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Figure 1 Conceptual image of a slice of the system. 

Table 1. Main specifications and characteristics of the 

S2H2P system to be modelled. 

Parameter Value Unit 

𝑷𝒔𝒐𝒍 - Solar input 

power 
~4.4 kW 

𝑰𝒔𝒐𝒍 - Solar irradiance 

at the solar aperture 
~350 W/cm2 

V - Volume of PCM 2.5 L 

𝑬𝒕𝒉 - Stored latent 

heat capacity in the 

PCM 

10350 kJth 

𝒌𝒊𝒏𝒔 - Insulation 

thermal conductivity 
0.05 W/(m·K) 

𝒌𝒄𝒓𝒖 - Crucible 

thermal conductivity 
1 W/(m·K) 

𝑷𝒅,𝑻𝑷𝑽 - TPV cells 

power density 

generation 

~1 Wel/cm2 

Pure silicon will be employed as the PCM due to its 

status as the Earth's second most abundant element in the 

crust, possession of a high melting point at elevated 

temperatures, and its capacity for storing substantial 

amounts of energy. The properties utilised are listed in 

Table 2. 

Table 2 Used properties for solid and liquid silicon. 

Property 
Solid 

silicon 

Liquid 

silicon 
Reference 

𝝆 - Density 

(kg/m3) 
2300 [7] 

𝒌 - Thermal 

conductivity 

(W/(m·K)) 

25 50 [7] 

𝑪𝒑 - Heat 

capacity 

(J/(kg·K)) 

1040 [7] 

Property 
Solid 

silicon 

Liquid 

silicon 
Reference 

𝝁 - Dynamic 

viscosity 

(Pa·s) 

- 0.9·10-3 [25] 

𝑳𝒇 - Latent 

heat of fusion 

(J/kg) 

1.8·106 [7] 

𝑻𝒎 - Melting 

point (K) 
1680 [7] 

The PCM, as the core storage material, is kept in a 

crucible and has a volume of approximately 2.5 litres, 

which for silicon would hold about 10350 kJ of latent 

heat energy (Equation (1)). 

𝐸𝑡ℎ = 𝐿𝑓𝜌𝑉 (1) 

Where 𝐿𝑓 is the latent heat of fusion, 𝜌 is the density 

of silicon, which is assumed constant for the solid and 

liquid phases, and 𝑉 is the volume of PCM. 

The total area of the TPV cells is approximately 63 

cm2. To replicate the system, a simplified approach will 

be adopted as outlined in [26]. This approach involves 

considering the heat absorbed by the TPV cells as 

represented by Equations (2) and (3). 

𝑞 = −𝐺𝜂𝑝𝑣 (2) 

𝜂𝑝𝑣 = {0.2 [1 − (
𝑇

800
− 1)

2

] 𝑇 ≤ 1600𝐾

0 𝑇 > 1600𝐾
 (3) 

Where 𝑞 is the heat flux, 𝐺 is irradiation, and 𝜂𝑝𝑣 is 

the efficiency of the TPV cells as a function of 

temperature. 

As demonstrated by Figure 2, the TPV has a 

maximum efficiency of 20% that is achieved at 800K. 

 
Figure 2 TPV efficiency as a function of temperature. 

Figure based on literature reported in [26]. 

3. COMSOL SIMULATION SETUP 

In the realm of computational fluid dynamics (CFD) and 

multiphysics simulations, the utilisation of specialised 

software packages has become imperative for the 

accurate modelling and analysis of complex physical 

phenomena. Among the notable platforms in this domain, 

COMSOL stands as a versatile and robust tool capable of 
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addressing a wide spectrum of coupled physics problems. 

In this section, the essential components of a COMSOL 

setup are elucidated, tailored to simulate a 2D 

axisymmetric configuration featuring natural convection, 

encompassing non-isothermal flow, laminar flow, heat 

transfer in solids and fluids, as well as surface-to-surface 

radiation. 

3.1 Geometry 

As the system has a circular configuration, a 

simplification using a 2D axisymmetric simulation will 

be performed, meaning that only the modelling of a 2D 

slice of the whole system (see Figure 3) using a polar 

coordinate system (r, z) is needed. Additionally, 

COMSOL provides the capability to parameterise the 

geometry, facilitating the efficient modification of any 

dimension within the system to evaluate its impact on the 

results. This feature also allows for conducting 

optimisation studies, which will be further elaborated 

upon in subsequent sections. 

 

Figure 3 2D charging (top) and discharging (bottom) 

configurations of the system in COMSOL. 

3.2 Physics Interfaces 

The fidelity of the simulation hinges on selecting the 

appropriate physics interfaces that encapsulate the 

governing physical phenomena. In the context of the 

aforementioned 2D axisymmetric natural convection 

problem, several physics interfaces must be configured. 

3.2.1 Laminar Flow 

The Navier-Stokes equations for incompressible, laminar 

flow must be chosen to describe fluid motion [27]: 

𝜌
𝜕𝒖

𝜕𝑡
+ 𝜌(𝒖 ∙ ∇)𝒖 = ∇ ∙ [−𝑝𝑰 + 𝑲] + 𝑭 + (𝜌 − 𝜌𝑟𝑒𝑓)𝒈 

 (4) 

𝜌∇ ∙ 𝒖 = 0 (5) 

𝑲 = 𝜇(∇𝒖 + (∇𝒖)𝑇) (6) 

Where 𝜌 is the density of the fluid, u is the velocity 

vector, p is pressure, F is an applied volume force, 𝜌𝑟𝑒𝑓  

is the reference density, g is the gravity vector, pointing 

towards the negative z-axis, and 𝜇  is the dynamic 

viscosity. All are in SI units. 

To perform the simulation, it is required to assign the 

laminar flow domain to the PCM. However, at the 

beginning of the simulation, the domain is solid, meaning 

the velocity should be 0, which is not accounted for by 

default. Moreover, the change from solid to liquid is not 

instantly defined, meaning there is a “mushy zone” where 

the material is partially solidified and liquefied, 

resembling a porous material [28]. This mushy zone 

exists in the PCM in a range (transition interval) of 4 K 

centred around the melting point of silicon, which has 

been defined as small enough to capture the proper phase 

change but not too small for numerical reasons, as the 

smaller the transition interval, the more difficult it is for 

the simulation to converge. 

To account for the mushy zone, it is necessary to 

assign a volume force F to the PCM domain to dampen 

the velocity at the phase-change interface, which will be 

defined as seen in Equation (7) [29]. 

𝑭 = −
(1−𝛼)2

𝛼3+𝛿
𝐴𝑚𝑢𝑠ℎ𝒖 (7) 

Where 𝛼 is the volume fraction of the liquid phase, 𝛿 

is a small constant used to avoid division by zero, and 

𝐴𝑚𝑢𝑠ℎ is the mushy zone parameter, which depends on 

the morphology of the melting front. This constant is 

usually large, around 104-107 [30]. In the present study, 

values of 𝐴𝑚𝑢𝑠ℎ = 6 ∙ 104  
𝑘𝑔

𝑚3∙𝑠
 and 𝛿 = 0.001  will be 

used, as utilised in [31]. 

3.2.2 Heat Transfer in Fluids and Solids and 

Non-isothermal Flow 

To simulate the natural convection of the liquid PCM, the 

thermal transfer equations need to be solved (Equations 

(8-10)) [32]. 

𝜌𝐶𝑝
𝜕𝑇

𝜕𝑡
+ 𝜌𝐶𝑝𝒖 ∙ ∇T + ∇ ∙ 𝒒 = 𝑄 + 𝑄𝑣𝑑  (8) 

𝒒 = −𝑘∇T (9) 

𝑄𝑣𝑑 = 𝝉: ∇𝒖 (10) 

Where 𝐶𝑝 is the heat capacity at constant pressure, 𝑄 

are heat sources other than viscous dissipation in the fluid 

(𝑄𝑣𝑑), and 𝝉 is the viscous stress tensor. 

To solve for the thermal transfer of solids, Equations 

(8) and (9) will be used while ignoring the viscous 

dissipation term. 

The Boussinesq approximation, which is frequently 

employed for the purpose of simulating flows driven by 

buoyancy [27], will be employed to address the natural 

convection of an incompressible fluid. It assumes that 

buoyancy effects are solely attributed to density 

variations, and Equation (11) delineates the gravitational 

force attributed to the approximation. 

𝑭𝒈 = 𝜌𝑟𝑒𝑓(1 − 𝛼𝑝,0,𝑟𝑒𝑓)(𝑇 − 𝑇𝑟𝑒𝑓)𝒈 (11) 
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3.2.3 Surface-to-Surface Radiation 

Surface-to-surface radiation plays a crucial role in 

systems involving high temperatures or radiating 

surfaces. By enabling the radiation module, one can 

accurately account for radiative heat transfer between 

different surfaces within the domain. The following 

equations will be solved, which have been extracted from 

the Heat Transfer Module’s user guide [32]: 

𝐽 = 𝜀𝑒𝑏(𝑇) + 𝜌𝑑𝐺 (12) 

𝜀 + 𝜌𝑑 = 1 (13) 

𝐺 = 𝐺𝑚 (14) 

𝑒𝑏(𝑇) = 𝑛2𝜎𝑇4 (15) 

𝑞𝑟,𝑛𝑒𝑡 = 𝜀(𝐺 − 𝑒𝑏(𝑇)) (16) 

Where 𝐽  is radiosity, 𝜀  is emissivity, 𝜌𝑑 is diffuse 

reflectivity, 𝑒𝑏(𝑇)  is the power radiated across all 

wavelengths, 𝐺𝑚 is mutual irradiation, 𝑛 is the refractive 

index, and 𝜎 is the Stefan-Boltzmann constant (5.67·10-8 

J/(s·m2·K4)). 

3.2.4 Mesh Independence Study and Time Step 

In the realm of the Finite Element Method, employed by 

COMSOL for geometry discretisation and equation 

resolution within individual mesh elements, an important 

aspect arises—namely, the solution's sensitivity to the 

mesh employed. 

In order to guarantee precision in the solution, a 

thorough exploration of mesh independence is 

undertaken in this study. This involves solving the 

identical model across progressively refined meshes to 

determine an optimal size for subsequent analyses. 

Striking a balance between solution accuracy and 

computational efficiency becomes imperative in this 

process. 

In the default case (with a 90º crucible wall), four 

different mesh sizes were tested. The focus was on the 

PCM domain, as the CFD simulation is particularly 

sensitive to the mesh, especially during the melting 

process. The three default sizes in COMSOL used are 

normal, finer, and extremely fine, while the finest size is 

a custom mesh with a maximum PCM domain element 

size of 0.78 mm. 

As demonstrated in Figure 4, there is no perceptible 

difference in the melting time or the melting curve 

characteristics between the extremely fine and the finest 

mesh sizes. Thus, a mesh size of the default setting 

“extremely fine” will be used for the following 

simulations. 

 

Figure 4 Melt fraction for each mesh size. 

Figure 5 shows the resulting meshes, which are 

formed by both triangles and quadrilaterals (quads), the 

latter utilised for the inner walls of the crucible to aid in 

the CFD simulations. 

  

  

Figure 5 Mesh visualisation for sizes normal (top-left), 

finer (top-right), extremely fine (bottom-left), and finest 

(bottom-right). 

The main properties of each mesh are displayed in 

Table 3. 
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Table 3 Main properties of the studied meshes. 

Mesh size 

Number 

of 

triangles 

Number 

of quads 

Maximum 

triangle size 

inside PCM 

domain [mm] 

Normal 5158 312 7.88 

Finer 7370 412 4.9 

Extremely 

Fine 
21608 732 1.17 

Finest 31140 832 0.78 

Not only does COMSOL discretise space with a mesh 

to solve the equations, but it also discretises time. 

However, it has been found that the automatic time-

stepping method included in the software gives accurate 

results, so that method will be used for the simulations. 

This can be seen in Figure 6, where the same simulation 

of the base geometry has been performed with different 

maximum time steps. 

 

Figure 6 Melt fraction comparison for simulations with 

different maximum time steps. 

3.2.4 Boundary conditions 

The boundary and initial conditions used to solve the 

simulations are presented in Table 4 and in Figure 7. 

Table 4 Boundary conditions. 

Boundary CFD 

condition 

Heat transfer 

condition 

Crucible wall No slip - 

Air, crucible 

and PCM 

- Initial temperature 

1400ºC 

Insulation - Initial temperature 

1000ºC 

Outer wall - Initial temperature 

460ºC 

Outer lateral 

and upper 

walls 

- Convective heat 

flux with heat 

transfer coefficient 

10 W/(m2·K) and 

external 

temperature 20ºC 

Surface-to-Ambient 

radiation with 

ambient 

temperature 20ºC 

Walls 

highlighted in 

Figure 7 

- Diffusive surfaces 

 

Figure 7 Boundary heat sources simulating the 

concentrated solar power. 

3.2.5 Optimisation in COMSOL 

In order to adjust the design parameters—geometric, 

material, or operational—within the specific S2H2P 

system model, the present study will employ the 

parameter optimisation tool, which allows the systematic 

variation of model parameters while targeting specific 

performance objectives. In this sense, COMSOL presents 

useful optimisation capabilities for novel designs, such as 

parametric analysis, shape, and topology optimisation 

[33]. By defining design parameters and objective 

functions, COMSOL facilitates the exploration of 

parameter spaces, enabling the identification of optimal 

configurations based on predefined criteria. 
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Specifically in the present work, parameter 

optimisation will be used to adjust the crucible's shape 

and geometry: the slope of the wall closest to the TPV 

cells will be modified while ensuring that the volume of 

the PCM remains unchanged. The purpose of 

implementing this optimisation is to maintain an easily 

manufacturable crucible design while improving the 

most essential attributes of the system. The focus of this 

article is to improve the charging time of the system, 

specifically the melting process of the PCM, to enhance 

flexibility in rapidly changing conditions. In the 

discharging phase, the objective is to maximise the 

efficiency of the TPV cell to increase electricity 

production. The existing geometric configuration permits 

a wall inclination ranging from 85° to 95° relative to the 

horizontal, as depicted in Figure 8, so that range will 

mark the bounds of the optimisation procedure. 

 

Figure 8 System with the left wall of the crucible 

forming with the horizontal 85° (left) and 95° (right). 

3.2.6 Validation 

In the context of the current research, a validation 

exercise has been carried out to evaluate the accuracy of 

the COMSOL setup proposed by contrasting its outcomes 

with those reported in a previously published work 

(hereafter referred to as the reference study) [34]. This 

validation procedure is essential for proving the validity 

and applicability of the simulation framework and, 

consequently, for boosting trust in the subsequent 

analyses and conclusions. 

3.2.6.1 Reference Study and Benchmark Data 

The reference study encompasses several experimental 

configurations involving a cuboid made of a PCM, which 

is subjected to heating through a sequence of electrical 

resistances. A metal plate with an angled fin, which is in 

contact with the material, is provided as an attachment. 

In each experimental trial, the angle of the fin is varied. 

The authors additionally conduct a numerical simulation 

of the system using COMSOL. Upon conducting both 

investigations, the researchers proceeded to compare the 

results and ultimately deduced that the numerical 

simulation closely approximates the findings of the 

experimental study. 

To determine the fidelity of the approach employed 

in the current study in accurately replicating the 

phenomena under investigation, an identical geometry as 

the reference study will be utilised, albeit with the 

configuration specific to the present UHT-LHTES CSP 

system. Figure 9 shows the geometry of the reference 

study implemented in COMSOL. 

 

Figure 9 Setup of the validation simulation with: -30° 

fin (top), horizontal fin (middle), and -30° fin (bottom). 

The average melt fraction with respect to time will be 

used as a benchmark, as it is the most important 

characteristic of a PCM system related to the charging 

and discharging timing. 

3.2.6.2 Comparison of Results 

The conformity between the COMSOL configuration of 

the present study for the natural convection and melting 

of the PCM, as depicted in Figure 10, is evident in its 

alignment with both the numerical simulation and 

experimental investigation conducted in the reference 

study. To further assess the results, the root-mean-square 
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deviation (RMSD) has been calculated for all measures 

of the differences between the developed model and the 

experimental and numerical predicted values of the 

reference investigation. In general, a lower RMSD is 

better than a higher one, and a close value to zero would 

indicate a perfect fit to the data.  

 

Figure 10 Melt fraction comparison of system with: 30° 

fin (top), horizontal fin (middle), -30° fin (bottom) 

against the results adapted from the reference study 

[34]. 

The RMSD values of both numerical models vary in 

the range from 0.03 and 0.06 for the three study cases (-

30º, 0º, +30º angle fins). Regarding the comparison with 

the experimental results, the error of our model slightly 

increased for the 0º angle fin, up to 0.11. Conversely, the 

developed model provided more accurate results for the 

other two cases (-30º and +30º angles), relevantly 

decreasing the RMSD 50% and 33%, respectively. 

Overall, based on the findings of the validation 

comparative analysis, the methodology described is 

assumed to be adequate to be employed for conducting 

the COMSOL simulation of the system under 

investigation in the present study. 

4. DISCUSSION AND ANALYSIS OF 

RESULTS 

The system configuration outlined in Section 3 is 

implemented to conduct the optimisation process and 

validate the outcomes using the nearest integer angle. In 

order to assess the outcomes, a comparative analysis will 

be conducted on the optimal (86º), suboptimal (91º), and 

baseline (90º) scenarios. 

Upon the results for the charging process, it is evident 

from the comparative analysis depicted in Figure 11 that 

the optimised geometry featuring an 86° wall exhibits a 

6% enhancement in charging times in comparison to the 

baseline scenario with a 90° wall, and a 9% improvement 

over the worst case scenario of a 91° wall. 

 

Figure 11 Comparison of melt fraction results of the 

charging simulation. 

Figure 12 visually represents the melting fronts and 

velocity field at the 1-hour mark, allowing for a 

comparative analysis. The melting front starts as a 

vertical wall that moves outwards, but eventually, the 

formation of a whirl at the top of the container can be 

observed. It can be attributed to the buoyancy effects, a 

phenomenon that occurs due to the higher temperature of 

the molten PCM in proximity to the left wall, causing it 

to ascend towards the top. 
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Figure 12 Melt fraction at 1 hour and velocity field 

(arrows) with left wall at 86º (top), 90º (middle) and 91º 

(bottom). 

Similarly, Figure 13 illustrates the melting front and 

velocity fields of the various configurations after a 

duration of 2.5 hours. The aforementioned whirl is 

observable at the upper region, albeit on a larger scale, 

accompanied by an increase in the velocity field for the 

case at 86º. 

 

Figure 13 Melt fraction at 2.5 hours and velocity field 

(arrows) with left wall at 86º (top), 90º (middle) and 91º 

(bottom). 

Finally, Figure 14 illustrates the melting front and 

velocity field of the various designs after 4 hours. It is 

evident that the 86º case has almost completely melted, 

whilst the remaining cases have not undergone the same 

degree of melting. 
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Figure 14 Melt fraction at 3.5 hours and velocity field 

(arrows) with left wall at 86º (top), 90º (middle) and 91º 

(bottom). 

This characteristic melting front, with the appearance 

of whirls, is achieved by the inclusion of buoyancy 

effects, without which the melting front would have a 

more linear behaviour. 

The analysis of the discharging process does not 

exhibit any substantial differences across the various 

geometries, as illustrated in Figure 15. This may be due 

to the fact that solidification is a conduction-dominated 

process [35]. The result suggests that the usage of the 86° 

wall would benefit the charging process and lead to an 

increase in the electrical output power of around 5%, 

being approximately 0.9 kWh for every discharging cycle 

performed. The estimated annual electricity generation, 

taking into account both charging and discharging cycles, 

is projected to vary between 400 and 500 kWh, 

considering the power and dimensions of the simulated 

prototype. 

 

Figure 15 Comparison of electrical output power of the 

discharging simulation. 

5. CONCLUSION 

The present study specifies a conceptual framework for a 

UHT-LHTES system, which utilises CSP technology to 

induce the phase transition of an inorganic PCM, 

specifically silicon. Subsequently, TPV cells effectively 

convert the stored thermal energy into electrical energy, 

exhibiting notable attributes such as high energy 

densities, compactness, scalability, dispatchability, and 

flexibility. These characteristics make the presented 

system a valuable contributor to the European Union's 

renewable energy climate objectives for the years 2030 

and 2050. 

The COMSOL model developed enables simulations 

with methods, applications, and equations pertinent to the 

UHT-S2H2P system's specific application. This 

represents the very first simulation of an innovative 

design utilising a comprehensive CFD model to represent 

all the S2H2P system's components by integrating a 

numerical framework that simulates a complete CFD 

model to facilitate the modelling and optimisation. 

In the early design stages, the model's capacity to 

accurately replicate and reproduce these specific 

variables makes it a valuable tool. This assertion holds 
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particular validity in the context of innovative systems, 

wherein the level of uncertainty and risk tends to be 

elevated owing to the absence of prior data or experience 

with these novel designs. Therefore, this circumstance 

contributes to the enhancement of the overall 

effectiveness and cost-effectiveness by supporting the 

design process (adaption configuration parameters and 

constructive elements for heat transference enhancement 

as the fins) and system operation (electricity generation 

and cycles adaptation).  

The charging and discharging processes are simulated 

by utilising the COMSOL software. This has allowed the 

inclusion of the representation of the melt fraction of the 

PCM, as well as the examination of its performance 

throughout the processes of charging and discharging. 

Based on this information, it is feasible to identify crucial 

areas that need to be considered during the design phase. 

These areas may include regions that are more 

challenging to melt, necessitating adjustments in the 

geometry and shape of the system or the addition of fins 

to enhance heat transfer. Overall, the design is optimised 

to enhance the charging times by reducing the period to 

melt the PCM of the storage unit, to increase its flexibility 

and adaptability, resulting in a 6% improvement. 

Moreover, regarding the discharging process, an increase 

of around 5% has been found for the best case. It is 

important to highlight that these enhancements have been 

accomplished by adjusting a minor parameter that falls 

within engineering and manufacturing feasibility. 

Specifically, the wall angle, which can be easily modified 

without significant economic consequences, has been 

adapted to yield advantageous design outcomes. 

In this sense, the design that has been presented in this 

article will serve as an initial iteration for the S2H2P 

system in the SUNSON project. From that point, it will 

undergo further optimisation to attain the project 

objectives. To simulate and optimise their design in a 

virtual environment prior to physical manufacturing, 

these simulations may incorporate varying real-world 

conditions and boundary conditions to ease the upscaling 

process. For instance, further additional efforts 

encompass the optimisation of the crucible's shape, the 

charging/discharging strategy, as well as the selection of 

materials and the arrangement of key system components 

(i.e., TPV converter, solar aperture control). 
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