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Abstract

New Al developments are enabling CUIs to take on diverse social
roles to facilitate interactions with humans. To support such in-
creasingly complex and social interactions, researchers draw from
Theory of Mind (ToM)—our ability to attribute mental states like
intentions, goals, and emotions to ourselves and others for seamless
communication. Given ToM’s importance in human interaction, Al
and HCI researchers explore both building ToM-like capabilities
in CUIs and understanding how humans attribute mental states to
CUIs. These perspectives form the emerging paradigm of Mutual
Theory of Mind (MToM) in human-CUI interaction, where both
parties iteratively interpret each other’s internal states. Building
on the success of the 1st ToMinHAI workshop at CHI 2024, this
installment invites researchers from Al, ML, HCI, and related fields
to discuss ToM in human-CUI interactions to inform the future
design of conversational Al
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1 Motivation

Recent advancements in Al are enabling CUIs to communicate with
humans at various social capacities, transforming the way humans
interact with Al agents through natural conversations. These de-
velopments are particularly evident in communication-based CUI
applications such as customer service chatbots, semi-autonomous
driving (e.g., Tesla), and AI companions. To enhance these con-
versational interactions, many researchers are turning to a key
cognitive-social capability that enables human communications—
Theory of Mind. Theory of Mind (ToM) [2, 15, 25] refers to hu-
mans’ capability of attributing mental states such as intentions,
goals, emotions, and beliefs to ourselves and others. This concept
has become of great interest in human-Al interaction research to
enhance human-Al communications [e.g. 1, 7, 12, 36, 38]. In human-
human communication, a functioning ToM enables us to make
conjectures about each others’ minds through behavioral and ver-
bal cues, which allows us to make predictions about each others’
behaviors and perceptions of the world [25, 36] so that we could
behave accordingly.

Given the fundamental role of ToM in human communications,
many Al researchers believe that equipping and assessing AI’s ToM-
like capability is the key to building conversational Al agents with
heightened levels of social intelligence for them to work, play, and
live with humans [4, 7, 36]. Moving towards this vision, some schol-
ars have built AI’'s ToM-like capability to recognize and model
people’s non-verbal cues [19], emotional expressions [19], as well
as people’s beliefs, plans [30], and intents [16] through machine
learning (e.g., Bayesian network) [16, 19], computer vision [8], and
cognitive modeling [16, 17, 23, 31] across varying contexts. Among
these human-Al interaction contexts, human-CUI interaction re-
mains one of the most prevalent and promising contexts to extract
conversational cues from human utterances to construct AI’s in-
terpretations of the human’s mental states—conversational cues
such as human’s pitch in voices [6] and use of words in varying
complexities and lengths [36] have all been suggested to be indica-
tive of people’s perceptions of Al agents and others. Alternatively,
other researchers are examining ToM in human-CUI interaction
by focusing on humans’ ToM, such as humans’ perceptions [36],
mental models [3, 10, 14], and folk theories [9, 13] of CUIs perform-
ing at varying social capacities. Scholars have explored people’s
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tendencies to attribute human mental states such as blame [32],
emotions [28], perspectives [39], intentions [24], and social moti-
vations [26] to CUIs.

In conversational Al research, much prior work explored people’s
ToM-enabled behaviors towards conversational systems, such as
voice agents, chatbots, or robots. For example, prior work have ex-
plored how people perceive and ascribe mind to virtual agents [20]
or attribute artificial personality to CUIs [11]. Specifically, Li et al.
showed that children who ascribed greater mind perception to voice
Al agents were more proactive in repairing communication break-
downs compared to when communication breakdowns occurred in
children’s interaction with humans [22]. In human-chatbot interac-
tions, Chaves et al. highlighted how language design plays a key
role in people’s perceptions of chatbots— chatbots’ conversational
capabilities coupled with their assumed social roles (e.g., a hotel
concierge) could influence people’s expectations towards these chat-
bots [5]. However, the effectiveness of CUI design on people’s mind
attribution behaviors could differ based on the nature of the interac-
tion environment. Wallkétter et al. found that the impact of robot’s
framing and behavior on people’s mind perception is present in
virtual but not in real-world settings [33]. As Al-powered CUIs ex-
hibit more human-like communication behaviors, researchers also
raise concerns about people’s mental state attribution behaviors to-
wards CUIs. For example, Shiramizu et al. evidenced that voice pitch
affect people’s perception of synthetic voices, highlighting the pos-
sibility of controlling stereotypic perceptions via voice pitch [29].
Studies have also shown chatbots’ human-like ability in eliciting
deep self-disclosure from participants, revealing personal and sen-
sitive information during conversations [21]. Recent advancements
in Large Language Models (LLMs) have further enhanced chat-
bots” humanlikeness in generating human-like responses, making
it possible for conversational Al agents to generate deceptive and
misleading information during conversations [40, 41]

While much prior work covers people’s ToM of CUIs and vice
versa, we know little of how these can be intertwined to support
the design of human-centered CUIs. Putting together these two
perspectives (i.e., the technical and social) of research on ToM in
human-CUI interaction, from the CUI’s side and from the human’s
side, there is an emerging paradigm that we call “Mutual Theory of
Mind (MToM)” interaction [34, 35], where both the human and the
CUI possess the capability of ToM and continuously make infer-
ences and attribute mental states to each other during an interaction.
Although enabling MToM in human-CUI interaction promises to
make a great impact on achieving human-level social interactions
that are adaptive, continuous, constructive, and natural, the specific
ways to operationalize MToM, as well as its consequences on the
interaction between human and CUIs, have yet to be envisioned in
the context of human-CUI interactions.

2 Workshop Goals

As part of the ToMinHAI workshop series, this ToMinHAI work-
shop at CUI aims to examine the current practices, challenges,
and opportunities in designing, building, and evaluating ToM
in human-CUI interactions. This workshop will provide a plat-
form for researchers from various disciplines studying ToM in
human-CUI interaction from the CUI's ToM point of view and the

human’s ToM point of view to discuss techniques, methods, theo-
ries, and knowledge to build and measure CUI's ToM-like capability
during conversational interactions with humans, as well as impli-
cations for designing socially intelligent CUI based on human’s
mental state attribution to CUIs during human-Al interaction. Ad-
ditionally, this workshop will continue to explore the evaluation,
design, and ethical issues surrounding the phenomenon of MToM
for human-CUI interactions across social contexts (e.g., human-Al
teams, human-AlI collaboration, Al assistants). To support interdis-
ciplinary discussions, we invite academic and industry researchers
and practitioners in disciplines including but not limited to cogni-
tive science, A, HCI, design, machine learning, robotics, psychology,
communication studies, and more to submit work that will inform
our understanding of ToM in human-CUI interaction.

For the purpose of this workshop, we are especially interested in
conversational Al systems that perform text-based or voice-based
conversations with human users across different application con-
texts. Given the recent discourse on ToM in LLMs, we especially
welcome submissions that discuss ToM and CUIs powered by gen-
erative Al that can present human-level conversational capabilities
during human-CUI interactions. Although the definition of ToM
has been well-established in psychology and cognitive science, we
encourage authors to submit work that can expand or propose new
definitions of ToM in human-CUI interaction research and establish
the role of such expanded or new definitions. Although we focus
on human-Al interaction in this proposal, we invite researchers
studying ToM in human-human conversations or other communi-
cation contexts to help shape the discourse around the implications
of MToM in human-CUI interaction contexts.

We propose three broad topics that cover important perspectives
on ToM in human-CUI interactions. Within each topic we outline
a number of inspirational research questions for which we aim to
solicit contributions to our workshop.

(1) Building and measuring a CUI’s ToM-like capability
in human-AI conversations

(a) What are the Al application contexts that would benefit
from CUIs having ToM-like capability? (e.g., autonomous
driving, personal assistants)

(b) What techniques, methods, models, and data can be used to
build a CUI’'s ToM-like capability? (e.g., machine learning
techniques, cognitive models, foundational models)

(c) How can CUIs adapt or personalize its conversational
responses to a user based on user’s mental states?

(d) What factors from a CUTI'’s design (e.g., voice pitch and/or
gender) could influence user’s perceptions of a CUI’s social
roles?

(e) How to evaluate CUI's ToM-like capabilities during human-
CUI interactions?

(f) What does it mean to design a CUI's ToM-like capability
in an ethical and human-centered manner?

(2) Understanding and shaping humans’ ToM in human-
CUI interactions
(a) What kind of mental states (e.g., beliefs, blame) do people
attribute to CUI with varying social capacities?
(b) How does people’s mental states attribution to CUI relate
to the CUI’s conversational capabilities and features?
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(c) How does the design of the CUI (e.g., features, functionali-
ties) influence people’s mental state attribution behaviors
to the CUI?

(d) How do CUIs impact people’s expectations and percep-
tions of CUI compared to non-conversational Al systems?

(e) How do people perceive and react to CUIs that exhibit
ToM-like capabilities through conversations?

(f) What kind of users (e.g., personality traits) might benefit
more from interacting with CUIs equipped with ToM-like
capabilities?

(3) Envisioning MToM in human-CUI interactions

(a) How can the vision of MToM inform the design of human-
CUI interactions (e.g., turn-taking, mutual shaping of dia-
logue) in different contexts?

(b) How does having MToM in human-CUI interactions im-
pact the quality and outcome of human-CUI interactions?

(c) What can we learn from human-human conversations to
inform the design of MToM in human-CUI interactions?

(d) What might MToM look like in conversations that involve
multiple humans and multiple CUIs?

(e) How can we measure, assess, and evaluate MToM in human-
CUI interactions?

(f) What are the positive and negative consequences of having
MToM in human-CUI interactions?

3 Organizers

To encourage interdisciplinary discussions on ToM in human-AI
interaction, our workshop organizers come from both academia
and industry with research focuses on various relevant disciplines
such as CUI, HCI, Al Design and Cognitive Science. In addition to
organizers from the first hybrid ToMinHAI workshop at CHI'2024
which successfully attracted about 40 attendees, we have welcomed
new organizers especially from the CUI community to help situate
the ToM research discourse within the CUI community discourse. In
addition to our workshop organizing experience at the ToMinHAI
hybrid workshop at CHI 2024, many of us also have experience
participating and organizing workshops at international HCI con-
ferences and internal symposiums at our respective institutions.
We will use lessons learned from these experiences to conduct our
in-person workshop.

Qiaosi Wang (Chelsea) is a Carnegie Bosch Postdoctoral Fel-
low at Carnegie Mellon University. She conducts interdisciplinary
research on human-Al interaction, cognitive science, and respon-
sible Al Chelsea recently obtained her Ph.D. in Human-Centered
Computing from Georgia Institute of Technology. Chelsea’s Ph.D.
dissertation proposed, developed, and empirically examined the
theoretical framework of Mutual Theory of Mind [34] for human-AI
communication, which explores how humans’ and AI’s interpreta-
tions of each other are shaped through continuous communication
feedback.

Joel Wester is a PhD Fellow in the Human-Centred Computing
group at Aalborg University. He has a background in cognitive
science, psychology, and philosophy. Joel’s work primarily focuses
on Al-powered conversational user interfaces, such as chatbots
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or robots, and their impact on the wellbeing of everyday citizens.
His research particularly centres around people’s perceptions of Al
systems’ behavior and how these perceptions influence their user
experiences.

Marvin Pafla is a PhD candidate in the David R. Cheriton School
of Computer Science at the University of Waterloo. Drawing on
his background in both Psychology and Computer Science, he in-
vestigates human-machine interaction, with a particular focus on
neural network explainability and its implications for user trust and
comprehension. His research explores the notion of “understanding
understanding,” examining how humans and Al can make sense
of each other through a shared Theory of Mind. To advance this
work, he studies the ontological foundations that support mutual
understanding. Marvin is supervised by Professor Mark Hancock
and Professor Kate Larson.

Minha Lee is an Assistant Professor at the Eindhoven Univer-
sity of Technology in the Department of Industrial Design, with
a background in philosophy, digital arts, and HCI. Her research
concerns morally relevant interactions with various agents like
robots or chatbots. Her work explores how we can explore our
moral self-identity through conversations with digital entities, e.g.,
via acting compassionately towards a chatbot. She co-leads the
steering committee of the ACM CUI conference series after serving
as one of the general chairs of the CUI 2023 conference.

Justin D. Weisz is a Senior Research Scientist, Manager, and
Strategy Lead for Human-Centered AI at IBM Research in York-
town Heights, NY. Dr. Weisz’s research sits at the intersection of
human-computer interaction (HCI) and artificial intelligence (AI),
and he uses a mix of qualitative, quantitative, prototyping, crowd-
sourcing, and speculative methods to understand how to design Al
systems that amplify and augment human capabilities. He was a
co-organizer of the HAI-GEN workshops at IUI (2021-2023) and the
HCXAI workshop at CHI (2023). Dr. Weisz is the PI of a project that
explores how to help people work effectively with generative Al
applications. He was appointed as an IBM Master Inventor in 2016,
an ACM Senior Member in 2022, and he publishes in top-tier HCI
and Al conferences including CHI, IUI, CSCW, AAALI, and NeurIPS.
Dr. Weisz received his B.S., M.S., and Ph.D. in Computer Science
from Carnegie Mellon University.

Mei Si is an associate professor in the Cognitive Science De-
partment, Rensselaer Polytechnic Institute (RPI) and the graduate
program director of the Critical Game Design program at RPI. Mei
Si received a Ph.D. in Computer Science from the University of
Southern California and an M.A. in Psychology from the University
of Cincinnati. Her primary research interests are embodied conver-
sational agents, interactive storytelling, cognitive robots, and Al in
games.

4 ‘Website

We will reuse and update our website from our first workshop'.
The website address will be updated to https://tominhai-cui2025.gi

Uhttps://theoryof mindinhaichi2024.wordpress.com
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thub.io/ upon acceptance of the workshop. We will disseminate this
workshop information and call for proposals through the updated
website. We will put up the detailed workshop schedule and publish
all the accepted workshop papers on our website upon authors’
consent.

5 Pre-Workshop Plans

About two weeks prior to the workshop date, we will post accepted
workshop papers, a finalized workshop schedule, speaker and talk
descriptions, workshop agenda and other materials on our website.
Based on the popular demand from our first ToMinHAI workshop
which attracted 40 attendees, we expect about 10-15 participants.
We will prioritize workshop registration for authors of accepted
papers, then open up the remaining spots (if any) to the broader
set of conference attendees on a first-come first-serve basis. To
foster community-building prior to the workshop day, we will add
workshop participants to our existing ToMinHAI Slack workspace
(created for our first ToMinHAI workshop) to help them promote
their work and get to know each other.

We will post the call for participation (see section 8) on our
ToMinHAI Slack workspace, website, social media, mailing lists
in ACM, related professional societies, and organizers’ respective
institutions, as well as word-of-mouth.

We will request that each submission be limited to 2-6 pages
of content using the ACM double-column “sigconf” template; ref-
erences will not be counted toward the page limit. Authors are
welcome to submit in-progress or completed empirical research
work as well as position papers or short literature reviews. The orga-
nizers will select submissions for inclusion in the workshop. If nec-
essary, we will also assemble a program committee with researchers
from both academia and industry to help select submissions. Selec-
tion will be based on uniqueness of content, engagement with the
themes and topics in the workshop call, and potential for contribu-
tion to the research community. We anticipate about 5-10 accepted
submissions. All submissions will be subjected to single-blind peer-
review by at least two experts from the organizing committee and
if necessary, the program committee.

6 During the Workshop

We will host a half-day, in-person workshop that will engage at-
tendees through a variety of activities. In accordance with our aim
to promote interdisciplinary discussions and ideas, the program
will include interactive paper presentations and group activities.
Table 1 provides an overview of the planned 4-hour schedule, with
a tentative time frame from 9AM to 1PM local time (Waterloo, ON,
Canada).

The opening remarks will introduce the motivation and back-
ground of this workshop through a brief overview of ToM research
on both the CUI’s side and the human’s side in human-CUI interac-
tions. We will clarify the workshop’s objectives and underscore its
interdisciplinary focus. Following the opening, we will facilitate a
short ice-breaker activity for the workshop attendees to introduce
themselves. While the specific ice-breaker activity is tentative at
this point, we want this activity to be interactive and possibly tak-
ing the form of speed dating, where each workshop attendees will
share their backgrounds, research goals, and their interests in ToM

Table 1: Tentative schedule for our ToMinHAI at CUI work-
shop. The time shown in the table is based on local time of
where the conference will be held.

Time Duration Session
9:00 AM - 9:10 AM 10 min Opening Remarks
9:10 AM - 9:30 AM 20 min Ice Breaker Activity
9:30 AM - 11:00 AM | 90 min Paper Session + QA
11:00 AM - 11:15 AM | 15 min Break
11:15 AM - 12:45PM | 90 min Group Activity
12:45 PM - 1:00 PM 15 min Closing Remarks

in human-CUI interactions with another workshop attendee, and
then quickly switch to another attendee to talk to. By starting with
this informal exchange, the workshop will foster a collaborative at-
mosphere, ensuring that participants feel comfortable contributing
ideas and engaging with one another throughout the remainder of
the day.

After the ice breaker, the workshop will transition into paper pre-
sentations. These will feature paper talks by authors with accepted
workshop papers. Brief Q&A discussions after each presentation
will enable attendees to share constructive feedback, position each
paper in a broader context, and identify avenues for collaboration
across multiple disciplines. The allotted length for each paper talk
will be dependent on how many submissions were accepted, but we
expect 5-10min for each talk, followed by a 5 min Q&A discussions.
Depending on the number of accepted submissions, we will also
explore the possibility of hosting a short panel discussion among
the presenters to discuss common theme across the paper talks
related to ToM and human-CUI interactions.

Once the paper session concludes, participants will take part
in the group activity. Inspired by the recent research trend in de-
signing ToM benchmarks for LLMs [18, 27], we are exploring the
potential of facilitating the group activity to examine the opportu-
nities and challenges of evaluating ToM in human-CUI interactions,
especially in the age of LLM-powered CUIs. Building on the success
of our first ToMinHAI workshop at CHI 2024, where participants
primarily mapped out grand challenges and emerging directions,
this activity will explore how to assess and measure ToM in practice.
Groups will discuss potential benchmarks for ToM-like functions in
CUISs, consider whether new dimensions of ToM are needed when
designing CUIs, and investigate methods for gauging human per-
ception and response to Al systems that exhibit varying degrees of
social intelligence. A central question will be whether passing ToM
benchmarks truly indicates that an Al possesses ToM, or if existing
tools and metrics might oversimplify what counts as “mindreading”
Short introductions within each group will help everyone remain
aware of individual expertise and shared interests. By using collab-
orative tools and guided templates that we will provide, attendees
will brainstorm concrete scenarios, propose evaluation frameworks,
and consider domain-specific constraints, such as how ToM-based
assessments might differ in educational versus health contexts.

In the closing portion of the workshop, we will gather everyone
to synthesize the day’s discussions. The workshop organizers will
highlight recurring debates, unexpected points of consensus, and
potential paths forward for research on MToM in CUIs. Participants
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will be invited to articulate final thoughts, share resources, and
consider collaborative ventures that extend beyond the confines
of this event. These discussions will be documented as part of the
workshop summary which we will make available online through
the human-centered AI Medium publication (https://medium.com
/human-centered-ai).

7 Post-Workshop Plans

First, we are in the process of organizing a special issue for Fron-
tier in Al journal on the topic of “Theory of Mind in Human-AI
Interaction” and we plan to invite strong workshop submissions to
submit an extended version of their submission to this special issue.
Second, we want to continue the discussion with our workshop
attendees and build the community around this topic. We already
created a Slack group for our CHI 2024 workshop attendees which
continues to be active today. We intend to invite attendees for this
workshop into the same Slack workspace to expand our community,
continue engaging discussions, and strengthen the connections be-
tween the CHI and CUI workshop communities. Third, we want our
work to reach beyond the HCI and academic community by sum-
marizing workshop discussions and outcomes in an online article.
For our ToMinHAI workshop at CHI 2024, the organizers summa-
rized all the paper sessions, panels, and activities in a summary
article that was published in the Human-centered Al publication on
Medium [37]. We plan to do the same thing for this CUI workshop.

8 Call for Participation

In this workshop (https://tominhai-cui2025.github.io/), we aim to
bring together researchers investigating ToM from different re-
search perspectives to define a unifying agenda for Mutual Theory
of Mind (MToM) in human-CUI interactions, where both humans
and CUIs exhibit ToM-like capabilities throughout their interac-
tions.

We seek submissions that explore three broad topics: (1) building
and measuring a CUI's ToM-like capabilities in human-AI conver-
sations, (2) understanding and shaping human ToM in human-CUI
interactions, and (3) envisioning MToM in various human-CUI in-
teraction contexts. Beyond conceptual discussions, this year we
particularly encourage work that examines how ToM-like abilities
can be operationalized, designed, and evaluated, raising questions
around which metrics and benchmarks truly capture whether a
CUI ‘has’ ToM. We invite academic and industry researchers to
contribute 2-6 page papers (in ACM double-column format) that
include position statements, literature reviews, or in-progress em-
pirical studies. Relevant work may involve CUIs taking on diverse
social roles (e.g., teammates, tutors) or propose fresh directions for
ToM research in human-CUI interaction.

All submissions will be assessed based on their quality and rel-
evance to ToM in human-CUI interaction, and accepted papers
will be made available on the workshop website. At least one au-
thor of each accepted submission must attend the workshop in
person. For further information, contact Qiaosi Wang (Chelsea) at
giaosiw@andrew.cmu.edu.
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