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ABSTRACT 
Individuals are increasingly interested in and responsible for as-
sessing their own health. This study evaluates a fctional AI derma-
tologist for assistance in the self-assessment of moles. Building on 
the Signalling Theory, we tested the efect of textual descriptions 
provided by a virtual dermatologist, as manipulated across ‘Ability’, 
‘Integrity, ’ and ‘Benevolence’, along with the clinical assessment, 
‘benign’ or ‘malignant’, afect users’ trust in the aforementioned 
trust pillars. Our study (N = 40) follows a 2 (Ability low/high) × 
2 (Integrity low/high) × 2 (Benevolence low/high) × 2 (mole assess-
ment benign/malignant) within-subject factorial design. Our results 
demonstrate that we can successfully infuence perceptions of abil-
ity and benevolence by manipulating the corresponding aspects of 
trust but not perceived integrity. Further, in the case of a malignant 
assessment, participants’ perception of trust increased across all 
aspects. Our results provide insights into the design of AI support 
systems for sensitive use cases, such as clinical self-assessments. 
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1 INTRODUCTION 
The integration and development of artifcial intelligence (AI) sys-
tems have taken a major role in assisting humans in a variety 
of areas of social and health-related aspects [53], such as clinical 
decision-making [14, 64, 73] and patient self-care [7]. Integrating 
AI-support systems as a collaborator for medical professionals is 
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often seen as a solution to reduce pressure on the healthcare sys-
tem and overworked personnel [50, 58]. This extensive pressure 
on our healthcare system has also resulted in a gradual increase of 
patient taking responsibility for their own clinical self-care, such 
as the monitoring of glucose levels by diabetics [51] or the use of 
self-care tools for people with Parkinson’s disease [39]. The use 
of AI-support systems by patients in their self-care practices re-
sults in a shift in clinical AI collaboration, forcing non-experts to 
engage with AI systems. This raises numerous questions regard-
ing the use of AI systems to support patients in assessing their 
health—including how these systems can be designed to elicit trust. 

Acknowledging the importance of trust, research eforts are 
now directed at designing trustworthy AI-support systems to as-
sist patients in their clinical self-care [1]. While the integration 
of AI in healthcare shows promise in increasing both efciency 
and quality of clinical care [45, 51], it also reveals challenges in 
understanding the shifting dynamics of trust and responsibility 
from healthcare professionals to patients. From this, patients can 
be required to rely on their understanding and interpretation of 
AI-provided information, transitioning away from face-to-face in-
teractions with medical professionals towards computer-mediated 
communication [67]. This shift in communication distances the ob-
servable factors in our behaviour–mimics, facial expressions, and 
body language. These observable factors provide us with signals 
that convey information about the behaviours and intentions of 
others, which is crucial in establishing and maintaining trust. This 
opens up an interesting space for designers to investigate how AI-
support systems can convey trust signals, allowing end-users to 
increase or decrease their trust where appropriate. 

In this paper, we draw on the Signalling Theory, which describes 
how signals are sent to convey information to others [61]. Specif-
cally, we investigate how the trust pillars of ability, benevolence, 
and integrity (ABI), traditionally centred in human-to-human trust 
building [47], can be manipulated as trust-enhancing signals in 
AI systems designed for clinical self-assessment. We investigate 
the impact of the absence or presence of ABI in a realistic clinical 
self-care scenario: self-assessing moles for skin cancer. Specifcally, 
we seek to answer the following research question: How do varying 
levels of trust signals from an AI system impact users’ self-reported 
trust-building behaviours and interactions with an AI-support sys-
tem? To answer this question, we follow a 2 (Ability low/high) × 
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2 (Benevolence low/high) × 2 (Integrity low/high) × 2 (Mole as-
sessment Benign / Malignant) within-subject factorial design (N 
= 40). We designed a mock AI dermatologist, which presents a 
set of assessments and recommendations of moles to our partici-
pants. We evaluated the efect on participants’ compliance with the 
recommendation and self-reported trust measures. 

We fnd that manipulating the three trust pillars efectively al-
ters participants’ perceptions of ‘ability’ and ‘benevolence’ but not 
‘integrity’. The presentation of a malignant (cancerous) assessment 
as compared to a benign assessment notably increased participants’ 
trust across all trust pillars. Our manipulation of the three trust 
pillars—Ability, Benevolence, and Integrity (ABI)—did not infuence 
participants’ compliance with the AI recommendations. However, 
we observed that images clinically assessed as malignant did afect 
participants’ willingness to follow the AI’s recommendations. 

Through this work, we provide insights for designing AI trust 
signals—specifcally in support systems for sensitive use cases, such 
as clinical self-assessments. We emphasise that designers should 
focus on adjusting provided AI assistance to high and low-stake 
scenarios, given that the relevance of ABI as trust-building pillars 
can difer across settings, infuencing users’ trust-building. Further, 
account for patients’ medical history, since prior health experiences 
can signifcantly impact individuals’ trust. Lastly, AI-assisted self-
assessment tools should act as supportive rather than authoritative 
assistance. 

2 RELATED WORK 
We motivate our work through prior work highlighting trust as 
key to human-human interactions and a prerequisite for successful 
human-AI interaction (e.g. [2, 38, 66]). Furthermore, we take inspi-
ration from the Signalling Theory to investigate trust in human-AI 
interactions. 

2.1 Trust Factors 
Trust is a multifaceted concept—making it challenging to integrate 
into AI systems to improve patient experiences. A common inspi-
ration for designing AI systems to increase trust can be taken from 
trust in human-human interactions. Mayer et al. defnes interper-
sonal trust as “the willingness of A to be vulnerable to the actions of 
B based on the expectation that the other will perform a particular 
action important to the trustor, irrespective of the ability to monitor 
or control that other party” [47, p. 712]. 

A signifcant amount of research within human-AI trust-building 
relies on Mayer’s proposed defnition of trust [47, 66]—with further 
examples such as behavioural perceptions of trust [28, 31] and ABI 
as trust measurement questionnaire [22]. Furthermore, ABI has 
recently been used to investigate trust in human-AI interactions. 
For example, Hauptman et al. recently explored the use of ABI in 
designing and implementing trustworthy AI systems [63]. Similarly, 
Centeio Jorge et al. explore how an AI system can assess human 
teammates as trustworthy by observing human behaviour through 
ABI in an online experiment [35], and Jakesh et al. who used ABI to 
investigate the trustworthiness of profle text written by an AI [31]. 

Within this established notion of trust in human-human and 
human-AI interactions— conceptualising, designing, and studying 

the efects of ABI signals on people’s trust towards AI systems is a 
promising way forward. 

2.2 Trust Signalling 
When going from face-to-face communication to human-AI com-
munication, the aspect of nonverbal cues (e.g. facial expressions, 
body language, and eye contact) is reduced, which allows for a 
more open interpretation of information where direct observation 
is not possible [67]. These unobservable factors relate to questions 
around trust e.g. when to trust the other individual—when observ-
able factors are not possible, but forced to construct knowledge from 
unobservable factors. [4]. Bacharach et al. suggest three concepts 
to describe these factors: manifesta, i.e. observable features, such 
as facial expressions and behaviour, and krypta, i.e. unobservable 
features, such as ABI [4]. In trusting others, these concepts are re-
lied upon when forming opinions about the qualities of the other 
individual—mediating knowledge of non-directly observable qual-
ities [4, 23]. In the context of human-AI interactions, Jorge et al. 
highlight the need for a more profound understanding of internal 
characteristics (e.g., ability, benevolence, and integrity), and how 
these can be discerned through observable behaviours [16]. Falcone 
et al. suggest that these observable behaviours act as signals of the 
underlying qualities, which are able to explain the behaviours in 
specifc interactions [24]. 

To further an understanding of the role of these signals, Sig-
nalling Theory can shed further light on how (krypta) the unob-
servable trust pillars (ABI) [47] can be signalled in a human-AI 
context—and if these signals can be observed in the behaviour of 
the AI (manifesta). The Signalling Theory describes and categorises 
the communication between two parties–signaller and receiver. 
The Signaller signals information to the Receiver, which interprets 
the signal, and feedback is returned to the Signaller [20, 61, 62]. The 
focal point in this information transaction is to convey the Receiver 
to act accordingly to the signals being sent and provide actions that 
work in the favour of the Signaller. 

The Signalling Theory has previously been investigated in HCI 
to understand the interaction between people as mediated by tech-
nology. Lampe et al. used the Signalling Theory to investigate how 
social media profles signal specifc elements for articulating user 
connections and relationships. Their fndings indicate that pop-
ular profles are associated with the number of friends signalled 
in the profle felds [41]. Furthermore, Warner et al. recently used 
the Signalling Theory framework to understand how HIV statuses 
are being disclosed in dating applications [69]. Their fndings sug-
gest that participants preferred to keep their status undisclosed, 
developing signalling appropriation strategies. In contrast, other 
participants developed counter-signals (e.g., reducing the unrav-
elling efect) to minimise privacy [69]. Shami et al. build on the 
Signalling Theory to investigate people’s interpretation of informa-
tion in online profles in evaluating expertise [57]. They highlight 
that specifc signals (e.g., social connection info), particularly in on-
line profles—were considered more reliable indicators of expertise 
according to their participant’s decision of whom to contact [57]. 

We understand the Signalling Theory as a conceptual framework, 
aligning with the theoretical perspective of Spence [61], and similar 
research conducted by Shami et al. [57]. Building on this framework, 
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we investigate the dynamics of trust-building between humans and 
AI within the context of AI-assisted health self-assessment tools. 
Further, exploring how nonverbal cues (i.e. ability, benevolence, 
and integrity) can be conveyed as signals through observed textual 
behaviour to increase human-AI trust. 

In this study, an AI system (the Signaller) would emit signals 
that refect its ability, integrity, and benevolence. The users (the 
Receivers) interpret these signals, infuencing their trust in the 
AI-support system. The core of these interactions lies in the unob-
servable (krypta)–ABI–of the AI to be signalled through observable 
behaviours (manifesta), thus guiding the users to respond in ways 
that are benefcial for both parties involved. The challenge and focal 
point here is ensuring that the signals sent by the AI are accurately 
received and interpreted by users, leading to trust-based actions. 

2.3 Trust and Human-AI Interactions 
Building on recent research on trust in human-AI interactions [28, 
31, 44], we are particularly interested in these interactions in a 
healthcare context—including clinical-decision making [14, 73], pa-
tient diagnosis [15], and prognosis [9] in critical and vulnerable set-
tings. When introducing AI-support systems to healthcare settings, 
we observe challenges in AI systems taking on the role of a col-
laborator, assisting medical personnel in decision-making [14, 73]. 
However, a shift is observed when AI takes the role of a medical 
expert consulting and assisting patients in their treatment. Thus, it 
is unclear how AI-support systems can be designed to increase trust 
so patients are comfortable with being assisted in the scenarios of 
AI-assisted health self-assessment tools. 

Berge et al. explore how to design AI systems supporting nurses 
in their clinical assessment through collaboration with nurses through 
co-design workshops and interview [10]. The authors urge design-
ers to consider design for document support (standardisation of 
complex and varied problems) and document automation (allowing 
for fexibility). Furthermore, Kaltenhauser et al. investigate design 
opportunities for clinical decision support systems in intensive care 
through a feld study exploring how physicians and nurses collabo-
rate for optimal care [36]. The authors discuss design considerations 
centred around enhancing user interface adaptability, improving 
collaboration in decision-making, maintaining transparency, and 
upholding both human-centred interaction and data integrity in 
machine learning applications [36]. 

Recent work has explored human-AI trust-building mechanisms. 
For example, Buçina et al. focused on reducing over-reliance in 
AI-assisted decision-making by comparing three cognitive forcing 
designs: withholding AI suggestions, requiring initial user decisions 
without AI assistance, and delaying AI recommendations [13]. Their 
fndings indicate that cognitive forcing efectively diminishes over-
reliance on AI systems compared to immediate exposure to AI 
suggestions. 

Similarly, Panigutti et al. examined how AI explanations can 
foster trust, particularly in healthcare. They compared a baseline 
AI-suggestion condition against an enhanced one that included 
patient history explanations. Despite participants expressing dissat-
isfaction with the explanation quality, their reliance on AI advice 
signifcantly increased when explanations were provided [54]. Their 
research showed that without model performance data, individuals’ 

reliance on an AI model is signifcantly infuenced by their agree-
ment with the model on high-confdence decisions. However, this 
efect changes when aggregated performance information of the 
model is provided, and the level of individual confdence moderates 
this reliance, especially in cases of disagreement with the model’s 
recommendations [54]. These prior works rely on the ability or per-
formance of AI systems when investigating user’s trust. However, 
we suggest broadening the scope of AI’s ability to fully cover the 
multifaceted trust concept. In this context, we suggest that benev-
olence [28] and integrity [49], as inspired by human-human trust 
literature [47], is a promising way forward regarding trust-building 
in human-AI interactions. 

Since late 2022, researchers and developers have been exploring 
how LLMs can be used and how users currently use them for various 
tasks. These tasks range from straightforward question-answering 
to more open-ended conversations without a clear purpose [59]. 
For example, Purohit et al. showed how ChatGPT can support in-
dividuals with language disorders in retrieving words they have 
on the tip of the tongue [55]. While LLMs generally show impres-
sive capabilities for such tasks, it is unclear how LLMs are used 
and what tasks are particularly relevant to users. Recently, Wang 
et al. investigated how conversational agents can be powered by 
LLMs for conversational interactions [68], mainly focusing on how 
LLMs can power mobile UIs. While understanding how LLMs can 
power mobile applications for diferent purposes remains under-
explored, Wang et al. present a promising way forward in how to 
use LLMs in the design of (e.g. health-focused) applications. One 
clear beneft of LLMs is the natural language format, making LLMs 
accessible to non-experts. However, using natural language to steer 
the behaviour of LLMs is not an easy task, which Zamfrescu et 
al. recently showed by investigating how non-experts go about 
in prompt engineering [74]. Others have explored how diferent 
strategies for prompts can positively impact LLM behaviours. Tong-
shuang et al. recently introduced LLM chaining, where the LLM 
output guides the shape of the following LLM output, ultimately 
increasing controllability for end-users in shaping LLM output [71]. 

While the papers as mentioned above focus on how users can 
access LLMs, often limited to developers and other technical ex-
perts, others focus on assessing the applicability of LLMs in various 
contexts (e.g., health and well-being). Jo et al. recently developed an 
LLM-powered chatbot designed to support socially isolated individ-
uals, where their results point to both promises and challenges for 
using LLMs to support such individuals (and other LLM-powered 
interactive applications) through empathic, text-based conversa-
tions [33]. This has been further emphasised by Xiao et al., focusing 
on how experts can inform the design of credible health information 
to information seekers during COVID-19. Together with others, 
they developed the AI chatbot Jennifer and evaluated it with both 
experts and information seeking, providing a foundation for how AI 
systems can be ‘expert-sourced’ to work as a stable alternative for 
accessing health information during crisis [72]. While LLMs show 
promise in a range of domains and tasks, challenges and risks are 
increasingly highlighted in HCI [30, 42, 75]. In this paper, informed 
by ABI and Signalling Theory, we aim to evaluate the efects of 
LLM-generated textual presentations of clinical self-assessments. 
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Figure 1: Task as shown to a participant with additional annotations in red. The AI’s assessment presented with a low level of 
ability, high level of benevolence, and low level of integrity. 

3 METHOD 
We designed an online study that mimics a self-assessment scenario 
to assess the impact of diferent trust signals on user trust behaviour. 
Specifcally, we seek to test the following three hypotheses related 
to participant perception of an AI support tool. 
H1: When exposed to signals emphasising a high ability, high 

integrity, and high benevolence, participants will exhibit 
higher levels of trust in an AI-based medical assessment as 
compared to exposure to low ability, low integrity, and low 
benevolence signals. 

H1 follows from Mayer’s observation that a high level of the 
three trust pillars leads to a trustee deemed as trustworthy [47]. As 
stated, trust should be considered a continuum, where the three pil-
lars can vary along this continuum and consequently be afected by 
context [47]. Following this, we hypothesise that decision-making 
in sensitive or vulnerable situations can afect users’ trust percep-
tion. From this, we introduce the following hypotheses: 
H2: The positive impact of a high benevolence signal will be higher 

when presented with a malignant assessment as compared 
to a benign assessment. 

H2 follows from the literature on sensitive patient care, which 
states that emotional care with patients in sensitive situations is crit-
ical to comfort patients, e.g., when faced with chronic illnesses [40]. 
This supports H2, given that high benevolence is an integrated part 
of communication to support patients in vulnerable situations. 
H3: The positive impact of a high ability signal will be higher 

when presented with a benign assessment as compared to a 
malignant assessment. 

If the AI’s assessment suggests that a mole is benign and does 
not require further follow-up with a professional, participants may 

feel less pressure to fully accept the result without question. High-
lighting the AI’s strong diagnostic abilities reassures the user that 
a highly capable system has properly evaluated even innocuous-
looking moles. This increased reassurance boosts trust in the benign 
assessment more so than for a malignant assessment, where par-
ticipants likely feel a greater need for additional reassurance or 
professional follow-up. 

3.1 Experimental design 
Our study follows a 2 (Ability low/high) × 2 (Integrity low/high) 
× 2 (Benevolence low/high) × 2 (Mole assessment Benign / Malig-
nant) within-subject factorial design. For this study, we designed a 
mock AI dermatologist that assesses moles and provides a medical 
recommendation (e.g., consult with a human doctor or not) through 
textual descriptions. 

In real-world clinical settings, dermatologist examine the moles 
for abnormalities, such as changes in colour, size, shape or texture. 
Should any irregularities be detected, a dermatologist may perform 
a biopsy, removing a sample of tissue for microscopic examination 
to determine the presence of cancer cells [29]. A considerable mi-
nority of atypical moles may develop into melanoma. Moreover, 
while the lifetime risk of melanoma for individuals is less than 1%, 
this risk escalates to over 10% for those with atypical moles [37]. 

3.1.1 Manipulation of trust signals. We sought to create a repro-
ducible yet realistic AI-generated conversation to assess the impact 
of manipulating trust signals in a clinical assessment. Specifcally, 
we manipulated the levels of ABI to represent either a low or high 
defnition, as summarised in Table 1. We adopt Mayer’s defnition 
of ability as “the group of skills, competencies, and characteristics that 
enable the trustee to infuence the domain”, and benevolence as “the 
extent to which a trustee wants to do good to the trustor, aside from 
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Level Ability Integrity Benevolence 

Low Limited medical knowledge and ex- Suggests a lack of transparency and Appears indiferent or uncaring about 
perience. honesty regarding its medical rec- the patient’s well-being, potentially im-

ommendations. plying a self-serving agenda. 
High Emphasises its extensive medical Emphasises its commitment to hon- Expresses genuine concern for the pa-

knowledge. Assess the images and esty, transparency, and awareness tient’s well-being, promising to priori-
point out areas that look suspicious, of risks and biases. tise their health and comfort. 
portraying itself as a highly compe-
tent and experienced virtual doctor. 

Table 1: An overview of the low and high defnitions of ability, benevolence, and integrity. We prompted ChatGPT-4 with these 
defnitions and requested a low and high description of each. 

an egocentric proft motive” [47]. Lastly, we adopt the defnition 
of integrity from Mehrotra et al., who defne integrity as “honesty, 
transparency and fairness in sharing risks such as biases” [49] – a 
defnition often used in the human-AI literature [49]. 

Our study features a total of 16 tasks, with eight benign and eight 
malignant moles randomly distributed between these tasks. The 
number of tasks was determined by the total number of possible 
combinations of low and high levels of ABI. 

For each task, participants were shown an image of a mole and 
a text snippet describing the mole as benign or malignant as per 
the combination of low/high trust signals. The text snippet in each 
task was consistently presented in the following order: image as-
sessment (representing the ability signal), the recommendation 
provided (representing the benevolence signal), and assessment 
clarifcation (representing integrity signal), as seen in Figure 1. This 
presentation order was informed by the RESPECT model (rapport, 
empathy, support, partnership, explanations, cultural competence, 
and trust) used in doctor-patient communication, emphasising re-
spect and openness towards patients [3]. As such, the task presen-
tation mirrored real-world doctor-patient interactions. The images 
of the benign and malignant moles were selected from a widely 
used melanoma dataset [32], of which ground truth information 
is available. We ensured that the presented AI assessment always 
aligned with the ground truth assessment of the mole. 

After being presented with the image and generated text-based 
recommendation, participants were asked to either accept or decline 
the recommendation provided by the AI dermatologist as to follow-
ing or not following up with a doctor consultation, an established 
approach to studying trust in Human-AI collaboration [18, 65]. 

To ensure the validity of our medical recommendations and im-
ages, we engaged with a dermatology expert to ensure an accurate 
assessment of the showcased mole images in the study. We pre-
sented the dermatologist with the selected images and AI-generated 
recommendations. Figure 2 shows an example of a fnal prompt 
and the generated output, describing a low ability and a clinical 
assessment of a benign mole. 

Prompt instruction: Participants will be shown images of a 
malignant or benign mole. The text shown to the participants 
will present an assessment of the image. The first text should 
represent an assessment of a benign mole. It should be 
writen from a perspective of low ability. Low ability is 
defined as the following: Limited medical knowledge and 
experience. The parameters that need to be considered in the 
text: Extremely generic descriptions of the benign mole 
image, the text must be two sentences, not reflect on own 
personal skills, do not mention any of the moles 
characteristics. 

Output: This mole looks prety normal to me. It appears 
typical and not out of the ordinary. 

Figure 2: Example of GPT-4 prompt instruction (assessment 
of a benign mole, written from a low ability perspective) and 
the generated output. 

3.1.2 GPT-4 textual manipulations. The text snippets, as presented 
to participants, were generated using OpenAI’s ChatGPT-4 (gpt-4-
0125-preview, temperature of 1.0) to ensure a realistic AI interaction. 
Since each task featured three short text snippets (Figure 1), each 
of which could represent a high or low level of their respective 
trust factor, across a total of eight tasks, we required 48 unique text 
snippets to avoid the chance of exact repetition between tasks for 
the same participant. Examples of text snippets from malignant 
assessments generated by GPT-4 are shown in Table 2, while those 
from benign assessments are shown in Table 3. 

Using GPT-4, we generated unique text snippets, matching the 
levels (low or high) of the trust pillars and the clinical assessment 
(benign or malignant). 

We frst prompted GPT-4 with the defnitions of low or high 
levels of ABI, as described in Table 1, combined with a benign or 
malignant clinical assessment. Each prompt round was explicitly 
focused on a specifc trust pillar (ability, benevolence or integrity), 
the defnition level (low or high), and the clinical assessment (benign 
or malignant). 

We iteratively refned the prompts for GPT-4, adjusting and 
removing elements from our prompt until the text successfully cov-
ered the critical aspects of ABI, see Table 1. Following the iteration 
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Trust signals High Low 

Ability This image displays a mole with asymmetry, uneven borders, and 
variegated colors, characteristics commonly associated with malig-
nancy. The irregular diameter and evolving size suggest potential 
malignant transformation 

Benevolence I can see why this mole might be worrying you, and your health and 
comfort are my utmost concern. Please make an appointment to see 
a doctor, so we can take the best care of you 

Integrity The AI’s evaluation suggests malignancy in the mole, identifed 
through patterns commonly seen in cancerous lesions. It is important 
to consider the limitations of AI, including potential data biases 
and the necessity of a professional medical diagnosis for accurate 
assessment 

This mole looks unusual compared to others. It seems diferent in 
color and size 

It seems necessary for you to schedule a visit with a doctor regarding 
this mole 

This AI-generated analysis indicates a signifcant concern with the 
mole. Please note, further details on the medical recommendation 
are not available at this time 

Table 2: An overview of samples illustrating low and high representations of ability, benevolence, and integrity for a malignant 
image. 

Trust signals High Low 

Ability Observing the mole’s uniform coloration and symmetrical borders, 
it aligns with typical benign characteristics. Its smooth, regular 
shape and absence of irregularities suggest a non-cancerous nature, 
typically meaning the mole is harmless and not indicative of skin 

From what I can see, this looks like a normal skin spot. It doesn’t 
seem unusual to me 

cancer 
Benevolence 

Integrity 

I understand your concerns and want to assure you that your health 
is my primary focus. At present, a visit to the doctor isn’t necessary 
This analysis, conducted by an AI system, indicates that the mole is 
benign. Please note that while AI provides a high degree of accuracy, 
it is not infallible and should be supplemented with professional 
medical evaluation 

Seeing a doctor for this seems quite unnecessary 

Our AI system has processed the image and indicates the mole is 
benign. For detailed medical advice, please consult a healthcare 
professional 

Table 3: An overview of samples illustrating low and high representations of ability, benevolence, and integrity for a benign 
image. 

rounds, we constructed the tasks by extracting text snippets from 
ABI, adding them to the respective structure—RESPECT model— 
and assigning the correct levels, low or high, needed for the unique 
tasks. 

3.2 Measurements 
To assess participants’ perceived trust, we used trusting belief items 
adapted from McKnight et al. [48], initially developed by Mayer [46]. 
This questionnaire, incorporating Mayer’s defnitions of trust, is 
well-established in the literature on human-AI trust-building [66]. 
It consists of 11 questions divided between the three areas of trust 
(ABI), with answers on a 5-point Likert scale ranging from ‘Strongly 
disagree’ to ‘Strongly agree’. Participants answered these questions 
for each of the 18 tasks. 

To assess participants’ attitudes towards the system, we incor-
porated an open-ended question following prior work [66]. Partic-
ipants were asked: “Imagine getting a consultation from a virtual 
doctor. What do you consider as important factors in a virtual doctor 
(e.g., showing capabilities, showing honesty and transparency, show-
ing consideration of your well-being)? Please elaborate on your answer 
in the text box below:”. Participants answered the questions at the 
end of completing the survey. 

Finally, we collected demographic information (age, gender) and 
whether participants or their loved ones had dealt with skin cancer 
– to assess the impact of participants’ prior experience on the topic, 
potentially explaining variations in trust [66]. 

3.3 Participants 
We conducted an a priori power analysis using G*Power version 
3.1 [25]. Using an efect size of 0.2, categorised as small [19], a sig-
nifcance level of � = .05, and a desired power of 0.95, the calculated 
minimum sample size was N = 36. Our participants were recruited 
through Prolifc (N = 40), with criteria including an approval rate 
above 95% and being native English speakers. We recruited exclu-
sively Caucasian participants, following careful consideration and 
internal debate. A critical aspect of our study involves visually 
examining moles on the skin. Due to limitations in the availabil-
ity of diverse dermatological image data sets [21], the images we 
were able to source and use predominantly featured moles on Cau-
casian skin types. As the visual characteristics of moles can vary 
signifcantly across diferent skin types, we chose to solely recruit 
participants with a skin tone similar to the images used. We did not 
restrict participants to specifc geographical locations. We ensured 
that participants could only participate once. 
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Variable Estimate SE Statistic p-value 

AI manipulations 
Ability Level (High) -0.83 0.71 -1.17 0.240 
Benevolence Level (High) -0.26 0.74 -0.35 0.723 
Integrity Level (High) 0.04 0.73 0.05 0.958 
Clinical Assessment (Malignant) 3.12 0.48 6.46 < 0.001 *** 

Participant characteristics 
Skin cancer (Yes) 0.35 0.66 0.53 0.594 

Interaction efects 
Ability Level (High):Benevolence Level (High) 1.95 1.06 1.85 0.064 
Ability Level (High):Integrity Level (High) -0.05 0.99 -0.05 0.961 
Benevolence Level (High):Integrity Level (High) -1.09 1.01 -1.08 0.280 
Ability Level (High):Benevolence Level (High):Integrity Level (High) -0.87 1.42 -0.61 0.540 

Table 4: An overview of the predictive variables and interaction efects for participants recommendation adherence. 

4 RESULTS 
A total of 40 participants (15 males, 23 females, and 1 non-binary) 
participated in the experiment. We excluded one participant who 
failed our attention check. The mean age of these participants was 
39 years old, ranging between 21 and 68 years of age. Participant 
age distribution was as follows: 21-30 (N = 10), 31-40 (N = 13), 41-50 
(N = 8), 51-60 (N = 5), and 61-68 (N = 3) years. Participants were 
recruited from a wide range of countries, including Australia (2), 
Ireland (4), Spain (11), Canada 3, Israel (1), New Zealand (2), United 
Kingdom (19), Greece (1), Mexico (1), South Africa (1) and the USA 
(3). The average completion time was approximately 15 minutes. 

4.1 Model construction 
To test our three hypotheses, we constructed three generalised 
mixed-efect models (GLMM) using the R package lme4 [8]. Ini-
tially, we constructed the model by including eight predictive vari-
ables (Ability level, Benevolence level, Integrity Level, Skin Cancer, 
Virtual Consultation, Gender, Age, and Clinical Assessment). Fol-
lowing, we removed variables based on their Akaike information 
criterion (AIC) in a step-wise approach. Our fnal predictor selec-
tion resulted in a total of fve predictive variables for our models. 
We specifed Response ID as a random efect in all predictive mod-
els to account for individual diferences between participants. We 
investigated the impact of the following predictive variables. 

• Clinical assessment: describes the clinical assessment pre-
sented to the participants. Images were either benign or 
malignant pictures of moles. 

• Ability, Benevolence, and Integrity level: describes the 
defned level–low or high–of the generated text-based in-
structions. See Table 1. 

• Skin cancer: characterises participants’ personal experience 
with skin cancer, binary variable. 

4.2 Recommendation adherence 
In 227 out of 312 possible recommendations, participants decided 
to follow the recommendations, follow– or not to follow up with a 
doctor consultation provided by the AI system, corresponding to 
72%. A Chi-square test shows no statistically signifcant evidence 

to suggest a diference in adherence rates to the AI recommen-
dation between the participants’ gender categories (�2 = 55, df = 
2, p = 0.759). Next, we present the Decision model, in which we 
assess the efect of the aforementioned predictors on participants’ 
compliance with the provided recommendations. 

We conducted a likelihood test between our fnal model and the 
null model to test the goodness of ft [11]. The results from the 
likelihood test show that our model is statistically signifcant (�2 = 
76, p < 0.001), accounting for 62% of the variance in the response 
variable (�2 = 0.628). Finally, we tested for multicollinearity among 
the models’ variables and found a variation infation factor (VIF) 
between 1.00 and 7.57 for our predictors. From this, we can indicate 
that the values are below the generally used threshold of ten for 
detecting multicollinearity [27]. 

Figure 3: Main efect of clinical assessment on participants’ 
decision to follow the recommendation provided. 

We fnd that ‘Clinical Assessment’ signifcantly impacts the out-
come variable ‘Decision’. We do not fnd a signifcant efect of the 
other predictors. Table 4 provides an overview of these results. 
The interaction between ‘Ability level’ and ‘Benevolence level’ is 
close to signifcant p = 0.06. Figure 3 shows the impact of clinical 
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Variable Estimate SE Statistic p-value 

AI manipulations 
Ability Level (High) 0.28 0.15 1.92 0.002 ** 
Benevolence Level (High) 0.18 0.15 1.22 0.87 
Integrity Level (High) 0.35 0.15 2.40 0.59 ** 
Clinical Assessment (Malignant) 0.41 0.08 5.15 <0.001 *** 

Participant characteristics 
Skin cancer (Yes) 0.40 0.19 2.17 0.036 * 

Interaction efects 
Ability Level (High):Benevolence Level (High) 0.03 0.21 0.15 0.85 
Ability Level (High):Integrity Level (High) -0.37 0.21 -1.79 0.304 
Benevolence Level (High):Integrity Level (High) -0.64 0.21 -3.05 0.005 ** 
Ability Level (High):Benevolence Level (High):Integrity Level (High) 0.44 0.29 1.51 0.132 

Table 5: An overview of the predictive variables and interaction efects for participants’ perceived ability. 

Figure 4: Main efects of ability (left), integrity (centre), and clinical assessment (right) on participants’ perceived ability. 

assessment on participants’ compliance with the AI recommenda-
tion. We observe that when participants were shown a task of a 
‘Malignant’ assessment, participants were more likely to follow the 
recommendation provided by the AI system. Participants followed 
the recommendations 139 times out of 227 when shown malignant 
images, equivalent to 61.2%. In comparison, for the benign assess-
ments, participants followed the recommendations 38.8% of times – 
a diference of 22.4%pt. 

4.3 Ability perceptions 
First, we present the Ability model to assess the efect of the afore-
mentioned predictive variables on participants’ perceived ability 
of the AI dermatologist. To test the goodness of ft of our predic-
tive model, we conducted a likelihood ratio test between our fnal 
model and the null model. These results show that our model is 
statistically signifcant (�2 = 50, p < 0.001), accounting for 47.5% of 
the variance in the response variable (�2 = 0.475). We tested for the 
existence of multicollinearity and found a VIF between 1.00 and 
7.00 for our predictors – below the commonly used threshold of 
ten for detecting multicollinearity [27]. 

Table 5 shows that the main efects of ability level, integrity level, 
clinical assessment, and participant’s history with skin cancer are 

signifcant predictors of perceived ability. In addition, we fnd a sig-
nifcant interaction efect between benevolence level and integrity 
level. Figure 4-left shows the predicted values of perceived ability 
based on a low and high AI ability level – with a low AI ability 
resulting in a signifcantly lower perceived ability. A similar efect 
is found for the low and high integrity levels, Figure 4-centre. Fur-
thermore, we fnd a main efect of clinical assessment, as visualised 
in Figure 4-right, with malignant assessments receiving a higher 
perceived ability as compared to benign images. 

Figure 5-left shows the main efect of participants’ having per-
sonally dealt with skin cancer and their self-reported ability trust 
score. Finally, we fnd a two-way interaction efect between benev-
olence level and integrity level, as shown in Figure 5-right. First, 
the plot highlights that when the integrity level is low, participants’ 
perceived ability is higher when the benevolence level is high. With 
a high level of integrity, the perceived ability is higher when the 
benevolence level is low. This indicates that the relationship be-
tween benevolence levels and integrity levels inverts to a higher 
level of integrity. 
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Figure 5: Main efects of participants’ history with skin cancer (left) and interaction efect between benevolence and integrity 
level (right) on participants’ perceived ability. 

4.4 Benevolence perceptions 
We present the Benevolence model to assess the efect of the afore-
mentioned predictive variables on participants’ perceived benev-
olence of the AI dermatologist. To test the goodness of ft of our 
predictive model, we conducted a likelihood ratio test between our 
full model and the null model [11]. These results show that our 
model is statistically signifcant (� 2 = 24.7, � < 0.003) with a 
62% variance in the response variable (�2 = 0.620). We tested the 
existence of multicollinearity and found a VIF between 1.00 and 
7.00 for our predictors – below the commonly used threshold of 
ten for detecting multicollinearity [27]. 

Table 6 show that the main efects of clinical assessment and 
benevolence level are signifcant predictors of perceived benevo-
lence. Figure 6 shows the predicted values of perceived benevolence 
based on a low and high AI benevolence level – with a low AI benev- Figure 6: Main efects of benevolence on participants’ per-
olence resulting in a signifcantly lower perceived benevolence. In ceived benevolence. 
addition, we fnd a main efect of clinical assessment, as visualised 
in Figure 7, with malignant assessment receiving a higher perceived 
benevolence as compared to benign images. 

Variable Estimate SE Statistic p-value 

AI manipulations 
Ability Level (High) -0.03 0.13 -0.20 0.989 
Benevolence Level (High) 0.19 0.13 1.49 0.010 * 
Integrity Level (High) 0.17 0.13 1.31 0.336 
Clinical Assessment (Malignant) 0.23 0.07 3.39 < 0.001 *** 

Participant characteristics 
Skin cancer (Yes) 0.40 0.23 1.78 0.083 

Interaction efects 
Ability Level (High):Benevolence Level (High) 0.15 0.18 0.82 0.626 
Ability Level (High):Integrity Level (High) -0.01 0.18 -0.07 0.448 
Benevolence Level (High):Integrity Level (High) -0.11 0.18 -0.64 0.116 
Ability Level (High):Benevolence Level (High):Integrity Level (High) -0.17 0.25 -0.67 0.506 

Table 6: An overview of the Predictive variables and Interactions efects in the Benevolence model. 
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Figure 7: Main efects of clinical assessment on participants’ 
perceived benevolence. 

4.5 Integrity perceptions 
We present the Integrity model to assess the efect of the aforemen-
tioned predictive variables on participants’ perceived integrity of 
the AI dermatologist. To test the goodness of ft for our predictive 
model, we conducted a likelihood ratio test between our full model 
and the null model [11]. These results show that our model is sta-
tistically signifcant (�2 = 18.3, p = 0.028) with a 58.3% variance 
in the response variable (�2 = 0.583)). We tested the existence of 
multicollinearity and found a VIF between 1.00 and 7.00 for our 
predictors–below the commonly used threshold of ten for detecting 
multicollinearity [27]. 

Table 7 show that the main efects of clinical assessment and 
benevolence level are signifcant predictors of perceived integrity. 
Figure 8 shows the predicted values of integrity based on low and 
high AI benevolence levels – with a high AI benevolence resulting 
in a signifcantly higher perceived integrity. Furthermore, we fnd 
a main efect of clinical assessment as visualised in Figure 9, with 
a malignant assessment receiving higher perceived integrity as 
compared to a benign assessment. 

Figure 8: Main efects of benevolence on participants’ per-
ceived integrity. 

Figure 9: Main efects of clinical assessment on participants’ 
perceived integrity. 

Variable Estimate SE Statistic p-value 

AI manipulations 
Ability Level (High) 0.12 0.11 1.07 0.204 
Benevolence Level (High) 0.14 0.11 1.23 0.026 * 
Integrity Level (High) 0.09 0.11 0.77 0.641 
Clinical Assessment (Malignant) 0.21 0.06 3.35 < 0.001 *** 

Participant characteristics 
Skin cancer (Yes) 0.10 0.20 0.48 0.632 

Interaction efects 
Ability Level (High):Benevolence Level (High) 0.00 0.16 0.00 0.969 
Ability Level (High):Integrity Level (High) -0.09 0.16 -0.58 0.391 
Benevolence Level (High):Integrity Level (High) -0.02 0.16 -0.14 0.808 
Ability Level (High):Benevolence Level (High):Integrity Level (High) -0.01 0.23 -0.04 0.969 

Table 7: An overview of the Predictive variables and Interactions efects in the Integrity model. 
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4.6 Qualitative analysis 
After completing every task, participants answered an open-ended 
question about what factors in the AI-based recommendation af-
fected their view towards the AI. We sought insights into how the 
text-generated recommendations containing low or high signals 
of ABI impacted participants’ trust. In addition, at the survey’s 
conclusion, participants answered an open-ended question about 
what they consider important factors in a virtual doctor. 

We systematically coded participants’ responses following a de-
ductive thematic analysis approach [12]. From this, we aimed to 
understand the participants’ perception of ABI, when incorporated 
in the recommendation as signals in the AI system. When con-
ducting the deductive thematic analysis, we developed a coding 
framework based on themes derived from our research objectives: 
the impact of ABI on AI trust signalling. Firstly, we familiarised 
ourselves with the data and identifed themes, and then afterwards, 
we labelled segments of participants’ responses to the respective 
themes. 

4.6.1 The impact of Ability on AI trust signalling. Through 
our deductive thematic results, we identifed three codes involv-
ing the AI support systems Ability; Detailed explanations, Clini-
cal detection, and Knowledgeable. Our results highlight that ‘De-
tailed explanations’ are deemed as highly important by our par-
ticipants:“This diagnosis was detailed enough and well written, I 
would take the suggestion to see a doctor" (P1). These results are 
emphasised by the contradicting responses from the participants, 
highlighting that lack of detail made them question the AI; "The AI 
seemed unsure and did not give a detailed analysis. This made me 
question the competency of the AI " (P10). Similarly, the participants 
highlighted the AI as ‘knowledgeable’; "I would be reassured and 
happy with the AI explanation as they knew what they were talking 
about" (P39). In addition, participants emphasised the AI system’s 
ability to ‘Clinically detect’ the characteristics of benign or malig-
nancy in the moles as positive: "It listed several diferent examples of 
why it believed the mole to be non-cancerous, these could be identifed 
and confrmed in the image" (P28). 

4.6.2 The impact of Benevolence on AI trust signalling. Three 
codes were identifed within Benevolence: Empathy, Lack of empa-
thy, and Consulting with a doctor. Our fndings highlight ‘Empathy’ 
as a focal point for the participants when asked what afected their 
view towards the AI. Within this, the participants used words such 
as Concerning, Sincere, and caring when describing the behaviour of 
the AI; "The answer showed empathy and gave me a sense of comfort 
like it wanted to help me and showed me compassion" (P14). Another 
stating: “Is sincere and recommends the best for me” (P4). These 
results are emphasised by the contradicting responses from the 
participants, highlighting that ‘Lack of empathy’ worried the partic-
ipants in relation to receiving bad news: "It would be quite worrying 
to receive this potential news from an AI that shows no empathy at a 
particularly worrying time" (P14). In addition, the majority of the 
participants had positive reactions when the AI recommended them 
to ‘Consult with a doctor’, as a follow-up check; "This message was 
very well written, it had empathy but also again suggested getting 
further assessment if you think it’s needed" (P34). 

4.6.3 The impact of Integrity on AI trust signalling. Two 
codes were identifed within Integrity: Honesty and Fairness. Our 
fndings indicate that participants describe the AI as honest, and the 
‘Honesty’ around the limitations in the AI was perceived positively 
by the participants; "The advice was good, and noted that it should 
not be relied upon. I would be happy with this AI advice" (P20). How-
ever, we also observe contradicting statements towards this, with 
participants stating that the AI being fallible made them question 
its trustworthiness; "The statement about AI being fallible made me 
question the accuracy of the recommendation" (P27). In addition, a 
participant described the AI as Fair concerning what afected their 
view; "I am not a fan of AI but felt this time comments were fair and 
accurate to consider further" (P4). 

4.6.4 Important factors in a virtual doctor. Within categoris-
ing factors the participants consider important in a virtual doctor, 
we identifed three codes: Empathy, Knowledgeable, and Honesty. 
The majority of the statements from the participants are positioned 
within the themes of ‘Empathy’ and ‘Knowledgeable’. Our fndings 
highlight that the participants deemed empathy in a virtual doctor 
as highly important, focusing specifcally on acknowledgement of 
concerns, compassionate, and considerate of their well-being; "They 
listen and understand your concerns - they take their time to explain 
what is happening - they are concerned for your welfare" (P5). Further-
more, knowledge was stressed as an important element, especially 
the ability to explain the diagnosis; "I think being able to explain 
why they have come up with a diagnosis, rather than just saying it is 
what it is" (P29). Concerning ‘Honesty’, participants highlighted a 
virtual doctor needs to be honest with the patient; "Honest is vital 
as your health is the most important thing. They also need to have a 
caring manner, or else they are working in the wrong profession" (P39). 
Honesty as a character trait is often described in combination with 
empathy and knowledge, where the participants are stressing the 
importance of transparency and empathy; "Transparency defnitely 
- not pretending to be an expert that can replace doctors and to always 
assure people that it’s fne if they also want to see a doctor. Not to 
make it sound like it they do they are wasting people’s time. Showing 
empathy and understanding in the language is important" (P26). 

5 DISCUSSION 
Our results ofer insights into trust building in human-AI inter-
action, particularly in designing for sensitive use cases such as 
clinical self-assessments. We fnd that both high levels of ability 
and benevolence increase participants’ self-reported trust scores. 
Furthermore, a malignant assessment infuences the participants’ 
self-reported trust scores across all three trust pillars: ABI. Further, 
a prior history of skin cancer infuenced participants’ perception of 
the AI dermatologist’s ability. Finally, when presented with a ma-
lignant assessment, participants are more likely to follow the AI’s 
recommendation than when presented with a benign assessment. 

5.1 Efects of Context on Perceptions of AI 
Trust Signals 

Our results show that images clinically assessed as malignant in-
creased the self-reported trust score within each ABI pillar. Further, 
participants reported a higher trust score in the AI dermatologist’s 
ability if they have had a history of skin cancer (personally or close 
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family), as seen in Figure 5 (left). These results confrm H2 con-
cerning benevolence; “The positive impact of a high benevolence 
signal will be higher when presented with a malignant assessment as 
compared to a benign assessment..” We did not hypothesise that im-
ages assessed as malignant would also increase participants’ trust 
in benevolence and integrity, thereby rejecting H3; “The positive 
impact of a high ability signal will be higher when presented with a 
benign assessment as compared to a malignant assessment”. 

These fndings indicate that the severity of the clinical assess-
ment signifcantly impacted participants’ self-reported trust, also 
enhancing their adherence to the recommendations provided. This 
highlights how a specifc context (e.g., prior experiences and how 
concerning news is communicated) can signifcantly infuence end-
users’ trust towards an AI system. Our results align with the frame-
work ‘Health Belief Model’, which suggests that people’s health-
related behaviours are infuenced by their perceptions of the sever-
ity of a health threat [34]. This framework suggests that patients 
are increasingly more likely to take action to prevent illness if 
they believe it would have severe consequences for their health—a 
phenomenon known as perceived severity [34]. 

Building on this, it is critical to examine how health information 
is communicated in clinical settings, especially when delivering 
bad news. Inappropriate communication methods can negatively 
infuence patients’ perceptions of their illness [60]. Doctors’ lack 
of gentleness, carefulness, and time in interactions leads to neg-
ative emotions among patients [60]. Prior work by Kwon et al. 
highlights that in sensitive care, empathy and listening to patients’ 
needs is critical [40]. Our results emphasises this, as benevolence 
increased the participants’ self-reported trust measures. Further, 
the participants highlighted that empathy positively afected their 
view towards the AI, as stated in Section 4.6.2. Furthermore, in high-
stakes situations, such as treatment decisions for malignant moles, 
the perception of risk signifcantly infuences our decision-making 
process. Trust does not emerge without a sense of vulnerability, 
such as having something signifcant at stake, which plays a crucial 
role in infuencing decision-making processes [66]. Our fndings 
similarly show that participants’ trust in the AI system’s ability and 
benevolence increases when exposed to malignant images. This 
highlights how vulnerability impacts trust in AI-assisted systems 
when contrasted with lower-stake health scenarios. We discuss the 
ethical considerations of (trust in) AI-assisted self-assessment in 
Section 5.3. 

5.2 Infuence of ABI pillars on Trust 
Development in AI-Healthcare Interactions 

We found that the presence of high trust signals ability and benev-
olence positively impacted participants’ self-reported trust levels. 
These results demonstrate that manipulating the corresponding 
aspects of trust can successfully impact the participants’ percep-
tions of ability and benevolence. These results partially confrm 
H1; “When exposed to signals emphasising a high ability, high in-
tegrity, and high benevolence, participants will exhibit higher levels 
of trust in an AI-based medical assessment as compared to exposure 
to low ability, low integrity, and low benevolence signals.” We did not 
observe this efect for integrity and the respective trust score. We 

did not observe any signifcant efects between the ABI pillars and 
the participants’ compliance in following the recommendations. 

Prior work shows that perceived ABI can change over time [47, 
49]. This raises the question of the efect of ABI on trust building 
in longer interactions. Mayer et al. state that benevolence is a spe-
cifc attachment and an emotional connection that will increase 
over time as the relationship between the trustor and trustee devel-
ops [47]. This suggests that an increase in benevolence might be 
difcult to realise in short-term human-AI interactions. Our fnd-
ings contradict this, as we observe that benevolence signifcantly 
afects participants’ self-reported trust scores. This discrepancy 
might result from our study’s focus on a relatively high-stake sce-
nario of clinical self-assessment. Previous work by Kwon et al. [40] 
highlights that in sensitive care, emphasising high benevolence 
(e.g., showing care and listening to the patient’s needs) is deemed 
highly important for terminally ill patients. As such, a high level 
of benevolence and ability might be deemed critical for designing 
AI-support systems in clinical settings. 

While high levels of ABI are synonymous with users’ trust-
building, the essential objective of any human-AI interaction should 
be to appropriately calibrate user trust and avoid over- or under-
trust. Prior work highlights the importance of a calibrated approach 
to trust building [13, 52]. We, similarly, do not argue that ABI should 
always be high. As stated by Mayer et al., ABI is afected by the 
context, and the perception of ABI will change as the context of the 
task being performed is changed [47]. For example, a perceived high 
ability at one task does not necessarily imply a high perceived abil-
ity at another task. Mayer et al. emphasise the challenge of how low 
the trust signals can be before one is deemed as untrustworthy [47]. 

5.3 Ethical Considerations of AI-assisted Health 
Self-assessment Tools 

AI systems for clinical self-assessments can help assist individuals 
in their everyday lives. However, it is critical to consider the asso-
ciated risks that arise in high-stakes contexts. This is particularly 
important when AI is used as a self-assessment tool to aid patients 
with their healthcare outside of traditional clinical environments— 
arguably a high-stakes scenario. According to Nunes et al., patients 
make decisions related to their care every day; however, these de-
cisions are not made within a uniform context, given that risks 
can vary signifcantly [51]. Therefore, as the authors argue, it is 
crucial to refect on the importance of discerning which decisions 
should involve clinician support and which can be managed more 
autonomously by patients [51]. 

Based on our results, we further emphasise that the risk of AI-
assisted health self-assessment tools relates to the distinction of 
autonomy levels. A majority of our participants valued the AI rec-
ommending them to consult with a doctor. From this, participants 
had a positive assessment towards the AI, with participants deem-
ing the follow-up consultation with a doctor important. Baldauf et 
al. studied perceptions of AI-driven self-diagnosis apps and found 
that while users were positive towards the concept in close combi-
nation with general practitioner care, they had reservations about 
this as a stand-alone concept [5]. Therefore, both from an ethical 
and user perspective, it is critical to design AI systems to act in 
accordance with clinical experts. 
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As a consequence of AI being increasingly integrated into society, 
algorithmic harm (i.e., AI decisions with negative or harmful out-
comes) also receives increased attention [6, 17, 43]. When refecting 
on the potential algorithmic harm in medical self-assessment out-
side of clinical settings, a focal point revolving around the risks of 
assessments is AI systems’ accuracy, both in terms of output quality 
and how that output quality is communicated. When designing 
trustworthy AI-support systems, a critical aspect is under-trust 
in clinical AI support. Additionally, there is a signifcant risk that 
individuals may place too much trust in AI, potentially postpon-
ing seeking professional medical advice when necessary. Within 
the context of AI-assisted health self-assessment tools, however, 
the impact of false positives may be deemed less critical than the 
consequences of not adopting these as the latter can lead to missed 
opportunities for early detection and intervention. 

5.4 Design Considerations for Human-AI Trust 
Signalling 

Non-embodied AI systems, such as text or image-based clinical 
self-assessment tools, cannot make use of non-verbal cues in their 
interactions with humans. This lack of nonverbal cues results in 
an open interpretation of communication by the recipient [67]. 
Consequently, we argue that alternative signals can be used as in-
dicators of non-directly observable qualities [23]. Through trust 
signalling, we can communicate attributes such as ability, benevo-
lence, and integrity. These attributes are communicated through 
signals that make these qualities observable in the behaviour of the 
AI systems [4]. Similar to Jorge et al. [35], investigating the ABI as 
observable features in the behaviour of humans in collaboration 
with AI agents lead to an efect on the overall trustworthiness in all 
three ABI pillars. Based on our results, we suggest three concrete 
design considerations related to manipulating user trust. 
DC1: AI Self-assessment Tools Should Adjust Provided Sup-
port For High-stake Scenarios. We recommend that designers 
carefully assess the specifc contexts, given that sensitive use cases, 
such as malignancy, afected participants’ compliance and trust in 
following the recommendations provided by the AI system. This 
is explained as ‘perceived severity’, underlining that if a person 
believes their condition to be severe, they will take action to prevent 
illness [34]—indicating that users may be more motivated to ‘blindly 
follow’ AI recommendations in high-stake scenarios. Consequently, 
designers must fne-tune how information, particularly bad news, 
is communicated, as individuals are more likely to trust and adhere 
to the guidance provided. Given the potential for over-trust, careful 
consideration must be given to how these tools foster trust without 
undermining the need for professional medical consultation. To 
tackle this issue, we encourage designers to manipulate integrity 
in AI systems to openly acknowledge the AI’s limitations and the 
accuracy of its assessments. 

Additionally, designers should consider the broad spectrum of 
AI applications, from high-stakes environments such as health self-
assessments to everyday, low-risk situations. It is essential to ac-
knowledge that these contexts shape end-users’ trust in AI-assisted 
systems, as discussed in Section 5.1. Research within doctor-patient 
communication states that empathy, attention, sharing information, 
and understanding patient perspectives are critical concepts within 

doctor-to-patient communication [26]. Building on these principles, 
we argue for AI-assisted health self-assessment tools in high-stake 
scenarios to communicate the system’s ability by using straight-
forward medical terminology, providing detailed explanations, and 
highlighting abnormalities. Benevolence can be expressed through 
empathetic language, considerate responses, and recommendations 
to consult a doctor. Our qualitative research aligns with studies in 
doctor-patient communication, which suggest that respect, honesty, 
and attentiveness enhance patients’ trust in their doctors [70]. 
DC2: AI Self-assessment Tools Should Account For Patients’ 
Medical History. When designing AI-assisted health self-assessment 
tools, it is crucial for designers to take into account the prior medi-
cal history of participants. Our fndings highlight that a patient’s 
previous health experiences (i.e., skin cancer) can signifcantly im-
pact their trust in the system’s ability, see Figure 5. Mayer’s work on 
trust dynamics highlights how ABI as trust-building pillars can dif-
fer across settings, infuencing users’ trust-building [47]—adapting 
the communication of ABI levels could be necessary for the AI to 
adapt to specifc situations. 

Based on these insights, we recommend that designers prioritise 
communicating a high level of ability, see Section 5.4, particularly 
when designing for patients with an elaborate medical history. 
While benevolence and integrity remain important, they should be 
calibrated appropriately to ensure that the primary focus on ability 
does not get overshadowed by these other crucial elements of trust. 
Additionally, we advise designers to evaluate participants’ previous 
medical experiences before commencing the study. This aligns 
with previous research [66], which indicates that prior experiences 
can impact trust in AI-supported systems, as demonstrated in our 
fndings, see Figure 5. 
DC3: AI-assisted Self-assessment Tools Should Act As a Sup-
portive Rather Than Authoritative Assistance. To enhance 
trust in AI-assisted self-assessment tools during the initial screen-
ing phase, the design of these tools should clearly acknowledge 
that AI is not a substitute for medical consultation. With this comes 
the considerations of the level of control the AI have within the 
treatment decision in self-assessment tools. Our fndings indicate 
that participants valued recommendations from the AI to consult 
with a doctor, and such guidance signifcantly increased their trust 
in the AI system—aligning with prior research on the utilisation of 
AI in clinical practices [56]. Additionally, considering the infuence 
of authority bias, we recommend that designers position AI-assisted 
self-assessment tools explicitly as supportive rather than author-
itative assistance. It should be clearly communicated prior to the 
interaction that the AI is not a substitute for professional medical 
advice, as highlighted in Section 4.6.4. 

5.5 Limitations and Future Work 
We acknowledge several limitations in our work. First, while we 
investigated imagined self-assessment scenarios, participants were 
unafected by the assessments. As such, our results could difer 
from those of assessments that directly impacted participants’ lives. 
Second, diferent scenarios may require higher or lower trust by 
participants, for example, when the stakes of the decision are higher 
or lower. Therefore, we cannot generalise our fndings to all scenar-
ios. Furthermore, we limited participant recruitment to Caucasian 
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individuals. This decision was driven by the specifc requirements 
of our experimental design, particularly the nature of the visual 
materials used. The images of skin conditions, central to our re-
search, were not aligned with specifc needs for the study [32]. Due 
to this limitation in image diversity, we chose to recruit participants 
whose skin type matched the images to ensure consistency and 
accuracy in the assessment and interpretation of these conditions. 
Finally, future work may consider how human-AI trust building 
develops over time, explore diferent low- or high-stakes scenarios 
that might afect the pillars of ABI, and explore how these can be 
manipulated to accommodate appropriate trust. 

6 CONCLUSION 
This paper investigates the impact of ability, integrity, and benevo-
lence on participants’ trust towards an AI-support system. We ex-
plored the impact of low and high levels of these three trust pillars in 
a realistic clinical self-assessment scenario: assessing moles. We fol-
low a 2 (Ability low/high) × 2 (Integrity low/high) × 2 (Benevolence 
low/high) × 2 (Mole assessment Benign / Malignant) within-subject 
factorial design (N = 39). we designed a mock AI dermatologist 
to assess pictures of benign or malignant moles, and based on the 
assessment, the AI dermatologist provides recommendations to 
the participant. We assessed the efect on participants’ compliance 
with the recommendation and self-reported trust measures. Our 
fndings showed that manipulating diferent aspects of trust can 
successfully infuence participants’ perceptions of ability and benev-
olence. Further, clinical assessment of malignant images increased 
the participants’ self-reported trust score in all three trust pillars. 
Surprisingly, we observed an increase in the ability trust score if 
the participants had a prior history of skin cancer. Through our 
results and design recommendations, we provide insights into the 
design of AI support systems for sensitive use cases, such as clinical 
self-assessments. 
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