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ABSTRACT
Humans tend to perceive human qualities in interactive systems.
This particularly applies to social robots that utilise human at-
tributes such as human body characteristics and natural language
capabilities. Social robots with such characteristics are increasingly
deployed in critical settings, such as health and well-being, where
it is key to align robot behaviour with end-user expectations. Rela-
tively little is known about how people perceive these social robots’
moral agency. In this position paper, we stress the di�erence be-
tween moral agency and perceived moral agency, and argue that
the latter is a timely concern. We discuss the implications of per-
ceived moral agency and outline research directions to explore how
humans make sense of social robots in critical settings through
perceived moral agency.
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1 PERCEIVING SOCIAL ROBOTS
Prior work has provided overwhelming evidence for humans’ ten-
dency to anthropomorphise interactive systems, such as social
robots, by perceiving human attributes [24, 32], (e.g., friendliness [1]).
This phenomenon is often triggered by social robots’ human-like at-
tributes through embodied and non-embodied acts [25, 26]. Various
explanatory models from cognitive science can contribute to our
understanding of how and why humans make sense of human-like
attributes in robots in human-nonhuman interactions, e.g., through
perception, attention, memory, or information processing [8]. Kim
et al. point to information processing of social robots as a largely
unexplored �eld of research [19]. While cognitive science shows
promise in understanding better how humans anthropomorphise
social robots, a gap in knowledge regarding humans’ use of di�erent
cognitive models to make sense of social robots in di�erent contexts
remains. Konok et al. illustrate the complexity of this knowledge
gap by assessing which qualities humans desire in companion dogs
and how this can be implemented in social robots [20]. Among the
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many categories and subcategories that participants found desir-
able in companion dogs were personality, smartness, and kindness.
Qualities as such share an indirect nature, meaning that it is di�-
cult to assess precisely what sub-categories contribute to di�erent
conceptualizations made by humans in attempting to understand
their experience.

Firstly, research in HRI commonly assesses peoples’ understand-
ing of human attributes in robots, by assessing, e.g., perceived
friendliness in social robots [1]. Despite the extensive research cov-
ering aspects of anthropomorphic attributes in social robots, the
challenge remains to precisely assess which underlying social cues
contribute to friendliness. Following this argument, social robots’
friendliness cues can directly trigger humans’ perception of speci�c
robot behaviour—whilst indirectly triggering humans’ cognitive
processes (e.g., mental representations) of the social robot.

Secondly, as the behaviour of social robots grows more com-
plex, it follows that humans will increasingly anthropomorphise
social robots [17]. With an increase in perceived anthropomor-
phism, additional human attributes and behaviours will also grow
in prominence—such as perceiving moral agency (e.g., believing
that a robot has a sense of what is right or wrong). Assessing higher-
level constructs, such as the aforementioned friendliness, can thus
inform how humans anthropomorphise social robots and inform
future steps in HRI research.

Thirdly, we suggest that such higher-level constructs increase
humans’ tendency to anthropomorphise robots, and consequently
increase perceived moral agency, which we argue is key to under-
standing how humans make sense of social robots. Moreover, we
argue that perceived moral agency—or the triggering of believing
that someone or something has a sense of what is right or wrong—
can inform the design of social robots in critical settings, such as
social robots in health and well-being. We outline future directions
for HRI and HCI researchers to understand better how humans
make sense of social robots in critical settings through perceived
moral agency.

2 OUTLINING MORAL AGENCY
Moral agency has long been a topic of investigation outside the
domain of both HRI and HCI. Moral agency is a concept describing
the capacity to act on what is right and wrong (and the capacity
to be responsible for one’s actions) [16]. Only recently has the HRI
community started investigating moral agency’s role in human-
robot interaction. Therefore, the role of moral agency in human-
robot interaction remains largely unexplored.

Jackson et al. argued that when social robots’ abilities get more
complex, we naturally perceive them as having morals, similar to
human-human interactions [17]. Following the growing complexity
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of robots, Jackson et al. argued that we need to provide robots with
moral competence. This aligns with research focusing on using
computational methods and crowdsourced knowledge to formalise
morality in systems [2]. However, the problem of formalising moral-
ity is that morality is fundamentally subjective—meaning that what
one person believes to be moral may signi�cantly di�er from what
another person believes to be moral. In this paper, we argue that a
larger focus should be placed on how humans perceive morality in
non-moral entities, such as social robots.

Regarding themoral understanding of non-moral entities, Semler
argues that “if a non-sentient entity can provide su�cient observable
output, we must infer that it understands.” [27, p. 913]. Considering
social robots providing observable output, we can also theorise
in the following way: if a non-moral entity can provide su�cient
observable output, we can perceive it as having moral agency. More-
over, Semler distinguishes between moral agency and quasi-moral
agency—suggesting that quasi-moral agency is a concept that does
not require criteria crucial for moral agency in humans (e.g., being
accountable for one’s actions) [27].

Recentwork by Banks suggests perceivedmoral agency as crucial
for realising more meaningful human-system interactions by look-
ing at how humans perceive moral agency in non-moral entities [4].
Perceived moral agency is a promising approach to investigate fur-
ther ’observable output’ provided by ’non-moral entities’ whilst
avoiding the formalisation of morality. This is further illustrated
by a recent paper on placebo e�ects in AI support. Kosch et al.
results suggest that when humans believing in receiving AI support
increase their expectations of one’s own task performance [21],
thereby supporting our argument that human sense-making relies
heavily on subjectivity.

3 IMPLICATIONS
As aforementioned, di�erent explanatory frameworks in cognitive
science can contribute to how humans make sense of human-robot
interactions. These frameworks can further inform HRI research
and design, particularly concerning moral cognition [9, 12, 14, 22].
The relation between moral and social aspects of interactions is
complex since humans naturally and subjectively make sense of
those interactions through their mental models [10] and as impacted
by their contextual setting [29].

By understanding how morality guides human perception, we
can obtain a better understanding of how humans make sense of
robots in di�erent environments. Revisiting the research described
in our introduction, we outline that HRI research utilises funda-
mentally human psychological constructs, such as friendliness or
warmth [1], goodwill [32], and humour [24], combined with human
physiological constructs such as embodied acts [25].

With an increase in a robot’s social abilities (e.g., warmer be-
haviour), perceived moral agency increases. This implies that hu-
mans’ subjective understanding (i.e., perception) of moral agency in
social robots is key to understanding how humans evaluate robots.
However, we know little about what more complex social robots
will enact in humans, speci�cally in more critical settings. There-
fore, it is crucial to avoid formalising moral competence in social
robots before fundamentally understanding how humans construct
their perception of a robot’s moral agency. In doing so, we can

contribute to the development of more appropriate, desirable, and
relevant social robots in various domains.

In this position paper, we described a brief narrative leading to
the argument that perceived moral agency is crucial for humans
making sense of social robots, speci�cally in critical settings. Fol-
lowing, we outlined how an increased focus on perceptions of moral
agency is key to understanding more socially complex robots. Based
on this argument, we propose future research directions where the
perception of moral agency may play a key role.

4 FUTURE RESEARCH DIRECTIONS
Following the argument of avoiding moral formalisation by focus-
ing on the perception of moral agency, an investigation into how
and what e�ects perceived robot moral agency has on crucial fac-
tors (e.g., trust) in critical human-robot interactions (e.g., mental
health or long-term support) is necessary.

In mental health, therapists must carefully strategise their ac-
tions and decisions to avoid causing patients any psychological
harm [13]. One important factor in interactions as such is trust.
Hall et al. argued that trust is key for positive treatment outcomes
in therapist-patient relations [15]. Social robots used in mental
health interventions have received little attention in the literature.
Recently, Kabacińska et al. found that robots intervening with chil-
dren positively a�ect relief and distress [18]. Moreover, Björling
et al. showed that teens tended to engage in interactions with
social robots, expressing how social robots can function as emo-
tional support [6]. As Björling et al. highlight, designing teen-robot
interactions is categorically di�erent from other human-robot in-
teractions [7]. Furthermore, Baecker et al. argue that mental health
concerns around older adults are increasing and investigate how
social robots can be introduced to support older adults’ mental
health (e.g., depression) in the domestic space [3].

Furthermore, there are various factors that in�uence peoples’
continuous upholding of their social relations. Simpson et al. argue
that trust is crucial for establishing and maintaining such long-term
human-human relationships [28]. In well-being, in contrast to men-
tal health, social robots used in long-term interactions have received
more attention. However, there is no established understanding of
in�uential factors in long-term human-robot interactions. Design-
ing to establish and maintain long-term human-robot relationships
is, therefore, an open question for both the HRI and HCI com-
munity [5]. Researchers have investigated how social robots in
long-term interactions can bene�t human well-being in di�erent
ways (e.g., social companionship for older adults [31], social support
for children [23], motivational support for diabetic children to keep
a diary [30], or activity support for people with dementia [11]).

We suggest perceived moral agency to be a key factor in better
understanding social robots in critical settings. In these contexts,
alignment of robot behaviour with user expectations is key in build-
ing the necessary trust. We therefore call on the broader HRI and
HCI research community to pursue a better understanding of peo-
ple’s perceptions of morality in non-moral entities.
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