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Executive Summary 
In the context of climate change and the climate policy goals of the European Union, the Euro-
pean power system is undergoing a structural transformation to a CO2-neutral system. Genera-
tion plants based on renewable energy sources (RES) are increasingly replacing conventional 
thermal generation plants. The high volatility and difficult predictability of RES pose a challenge 
and will lead to an increased need for flexibility. Storage hydropower plants can provide flexibil-
ity both by adjusting generation and by shifting generation over time. Furthermore, pumped-
storage hydropower plants are able to provide flexibility for the power system on the consumer 
side. Another form of flexibility, as inertia and primary control reserve, is needed in case of dis-
turbances in grid operation to maintain frequency stability. 

The methodology contains three parts in order to identify the demand for flexibility both before 
physical fulfillment and in grid operation: A European power market simulation, grid operation 
simulations and time domain simulations to investigate frequency stability. 

The results of the market simulations show that the large generation from photovoltaic (PV) 
systems in Central Europe and Great Britain in the future scenarios influences the hydropower 
plant operation in the Nordics. During the day, electricity in the Nordics is mainly imported to 
meet the demand in the Nordics itself, especially in the summer months, while at night the Nor-
dics export electrical energy. The number of power changes of the hydropower plants in the 
Nordics is therefore in most cases not more than two per day. The flexibility demand in the 
Nordics is only slightly higher due to this described behavior in comparison to the present oper-
ation from the spot market perspective. In a comparison of flexible and inflexible hydropower 
plants it is noticeable that the more flexible plants have a multiple of start/stop cycles compared 
to the less flexible plants, which run one to two start/stop cycles per day in the summer months. 
One investigation showed that a partly flexibilization of the hydropower plant park can reduce 
the operational violations of the less flexible plants by more than 60 %. In addition, the number 
of start/stop cycles of the less flexible plants is lower in the case of partial flexibilization. With 
regard to slowing down the aging process of a power plant park, both the reduction in opera-
tional violations and the reduction in the start/stop cycles of the less flexible plants have a pos-
itive effect. In a scenario with an increased expansion of wind turbines, a relation between an 
increased flexibility demand and an expansion of wind turbines in the same bidding zone could 
be found but has only a minor impact on the flexibility demand of neighboring bidding zones. 

Frequency stability investigations were carried out for today’s power plant park and for a sce-
nario where the nuclear power plants are substituted by RES. In order to create worst case sce-
narios, all RES power plants do not provide any ancillary services. The investigations on different 
types and locations of faults show that the deviation of the frequency from the nominal fre-
quency and rate of change of frequency is slightly higher for the second scenario. Frequency 
stability within the Nordic power system is guaranteed for all load and fault situations in both 
scenarios considered. There is no need for additional flexibility for grid operation under the given 
assumptions and for the models used. 
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1 Introduction 
1.1 Background and motivation 
In the context of climate change and the climate policy goals of the European Union (EU), the 
European power system is undergoing a structural transformation to a CO2-neutral power gen-
eration. At the EU summit in December 2020 it was decided to reduce greenhouse gas emissions 
in the EU by at least 55 % net by 2030 compared to 1990 (European Council 2020). 

Accordingly, generation plants based on renewable energy sources (RES) are increasingly re-
placing conventional thermal generation plants such as lignite and coal-fired power plants. The 
high volatility and difficult predictability of RES – especially wind turbines and photovoltaic (PV) 
systems – pose a challenge for the design of the power system. In addition, some European 
countries are planning to move away from nuclear power such as Germany by 2022 and Belgium 
by 2025 and replace the resulting loss of electricity generation with generation from RES. It is 
expected that this expansion will lead to an increased need for flexibility within the European 
power system due to the supply dependence of these generation plants. Furthermore, the in-
creasing power feed-in via converters and the lack of synchronous coupling on the one hand, as 
well as the reduction of rotating masses in the grid on the other hand, change the dynamic be-
haviour of the grid. The stabilizing influence of the rotating masses on the grid frequency as a 
momentary reserve is lost, as RES that are connected to the grid via converters do not intrinsi-
cally contribute to power system stability (Forschungsverbund erneuerbare Energien 2014).  

In addition to conventional generation plants, there are other options providing flexibility. These 
include options for demand-side flexibility, such as demand-side management, sector-coupling 
units, such as power-to-gas units, and energy storage. Hydraulic storage power plants represent 
one option for energy storage. As one of the few RES that can be variably controlled over a large 
operating range with very low losses, it is of future importance (Saarinen 2015). This mature 
technology, which has been in use for many decades, is particularly widespread in the Alpine 
region and in the Nordics. All flexibility options will help to provide flexibility in the future. How-
ever, due to very diverse characteristics, they have different areas of deployment. In order to 
evaluate the complex interaction of these technologies for the future, simulations of the power 
system are necessary. 

The provision of flexibility in the European power system differs according to the time interval 
before physical fulfillment from future markets years ahead to spot markets minutes ahead to 
frequency reserve or system inertia right after fault occurences in real-time operation. One focus 
of this guide is flexibility provision on spot markets. Spot markets’ main task is coordinating the 
efficient allocation of generation and consumption, taking into account security of supply and 
other technical restrictions. The structural transformation of the power system from fossil-
fueled to renewable generation is posing challenges to this task. Flexibility options such as hy-
dro storage power plants are becoming increasingly important in this context. In order to inves-
tigate future flexibility provision of hydropower, market simulations are conducted. 
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However, hydropower’s increasing importance applies not only before physical fulfillment, but 
also in real-time operation. The Nordic transmission system operators (TSOs) have identified 
three main drivers and their effects on the dynamic behaviour of the power system  (Nordic 
Transmission System Operators: Svenska kraftnät, Statnett, Fingrid and Energinet.dk 2016). 
These include frequency quality, which is directly related to the availability of rotating masses 
and system flexibility, increased feed-in via converters due to the addition of wind turbines, and 
a potential threat to power system stability due to the reduction of rotating masses synchro-
nised with the grid frequency. Hydropower plants, as synchronously coupled power plants 
based on renewable energy sources, represent a great opportunity to face these challenges. 
Thus, the second focus of this guide are time domain simulations to investigate future system 
stability. 

 

1.2 Objectives and structure 
In a joint effort of 16 research and industry partners from five European countries, the HydroFlex 
project ‘Increasing the value of Hydropower through increased Flexibility’ explores the role of 
hydropower as a flexibility option. HydroFlex is a research and innovation action funded under 
the EU Horizon 2020 programme “H2020-EU3.3.2 – Low-cost, low-carbon energy supply” (fund-
ing code: 764011). It addresses the technology-specific challenge “Hydropower: Increasing flex-
ibility of hydropower” of the work programme topic “LCE-07-2016-2017 – Developing the next 
generation technologies of renewable electricity and heating/cooling”, which focuses on the 
need to develop new technologies, generators and turbine designs to increase the flexibility of 
hydropower plants while mitigating environmental impacts. The project is divided into seven 
work packages. Figure 1 depicts the tasks of work package two (WP2), which this report origi-
nates from. 

 

Figure 1: Tasks of work package 2. 

The main objective of WP2 is to identify and describe the demands hydropower plants will be 
confronted with in future power systems. The focus will be on identifying dynamic loads such 
as those resulting from providing high ramping rates and frequent start-stop cycles. In order to 
achieve this main objective, market simulations to analyze the time interval before physical ful-
filment and stability simulations to analyze real-time operation are performed in Task 2.3. Due 
to an already existing, extensive hydropower plant park, the focus will be on the Nordic countries 
Norway and Sweden. Within the scope of the Hydroflex project, a very flexible turbine will be 
developed, which will be applied in some power plants in the Nordic countries. These power 
plants are also called Reference Sites in the following. For this reason, the effects of such a 
flexibilization will be investigated in detail based on the simulations mentioned above. This 

T 2.1 Energy Scenarios T 2.4 GuideT 2.3 SimulationsT 2.2 Reference Sites
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guide, which is Task 2.4 of work package 2, summarizes the outcomes of the simulations and 
investigations of the work package, which will show the requirements hydropower plants in Eu-
rope and especially in the Nordics must meet in the future. 

First, extensive analyses are conducted in Chapter 2. These include a description of the devel-
opment of the European power system, an investigation of the flexibility needs of the power 
system and its provision in genereal. In the following, an analysis of the Nordic power system, 
an investigation of hydropower as a flexibility option, an analysis of the volatility of supply-de-
pendent plants, and a consideration of high-voltage direct current (HVDC) transmission in Eu-
rope is presented. These analyses provide a basis for further understanding of the studies. 

Chapter 3 then presents the models developed at the Institute for High Voltage Equipment and 
Grids, Digitalization and Energy Economics (IAEW), which are necessary to investigate the re-
quirements for Nordic hydropower in future scenarios. A distinction is made between a market-
based model, which focuses on the time before physical fulfillment, and a dynamic model of the 
Nordic power system and its electrical installations, whose temporal focus is real-time operation 
under fault conditions. 

Chapters 4 and 5 present and evaluate the results of the simulations for determining the require-
ments of Nordic hydropower on the European power system. Chapter 4 refers to the results of 
the market simulation and Chapter 5 to the results of the time domain simulations to identify 
possible flexibility needs in the Nordic power system im terms of maintaining frequency stabil-
ity. Lastly, Chapter 6 summarzies the main outcomes.  
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2 Analysis 
Within the scope of the analysis, the current transformation of the European power system is 
first described in Section 2.1 and the term flexibility is defined in Section 2.2. Following on from 
this, various options for providing flexibility are explained based on this definition. Furthermore, 
in addition to the power plant parks in Norway and Sweden, the power system of these two 
countries is characterized in Section 2.3. Subsequently, storage power plants as a flexibility op-
tion are analyzed in detail in Section 2.4. This is accompanied by an examination of the feed-in 
of RES generation units in Section 2.5. Finally, the flexibility provision by hydropower of the Nor-
dics for the continental European power system via HVDC transmission is described in Sec-
tion 2.6. 

2.1 Evolution of the European power system 
In the analysis of the development of the European power system, various aspects need to be 
considered. First, the transformation from a power system characterized by conventional, ther-
mal generation plants to a system based on RES and the resulting status quo is decribed. Then, 
the political decisions and measures concerning the existing conventional, thermal power plant 
park and the expansion plans for the use of RES are explained. These different aspects are an-
alyzed in Sections 2.1.1 to 2.1.3. 

2.1.1 Transformation of the power system since 2000 
The European power system is subject to structural change. This process has been evident 
since the early 2000s in the proportions of primary energy sources used in European gross elec-
tricity generation. Figure 2 shows this composition of gross electricity generation in five-year 
steps from 2000 to 2017. Regarding the development of the share of RES in the gross electricity 
production, it is noticeable that this share has more than doubled since 2000 and now accounts 
for more than 30 % of the production. In the same period, the generation from conventional, 
thermal power plants, such as coal and gas power plants as well as nuclear power plants has 
decreased from almost 85 % of the gross electricity generation to approximately 69 %. The var-
ious technologies have developed differently since 2000. While oil has been almost completely 
replaced as the primary energy source and the share of hard coal in gross electricity generation 
has almost halved, the share of gas-based electricity generation has increased from 17 % to 
21 %. 

The European development is made up of the various developments at national level. Due to 
different starting situations and political objectives as well as a varying availability of the differ-
ent primary energy sources in the national states, the respective power plant park and the com-
position of gross electricity generation show significant differences. As an example, the the 
composition of gross electricity generation of Germany, France, Italy and Norway are compared 
with each other (c.f. Figure 3).  
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Figure 2: Development of gross European power generation (European Commission 2020; Statistic 
Norway 2017).  

  

Figure 3: Gross power generation of Italy, Germany, France, Norway and Sweden in 2017, data from 
(Statistic Norway 2017; European Commission 2020). 
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In the Figure 3 above, the shares of the different primary energy sources in the gross electricity 
generation in 2017 are compared using the example of selected European countries. The Ger-
man gross electricity generation is characterized by a high share of lignite and hard coal. These 
two fossil fuels account for almost 37 % of gross electricity generation, while the share of nu-
clear energy was about 12 % in 2017. In contrast, 70 % of the gross electricity generation in 
France is generated by nuclear power plants, whereas fossil fuels such as coal and gas have a 
combined share of only about 10 %. In Italy, gas is the dominant primary energy source with a 
share of approx. 50 %. Other fossil fuels such as hard coal or oil play a minor role, whereas RES 
make a significant contribution with more than one third. When looking at the composition of 
Norway's gross electricity generation, it is noticeable that the Norwegian gross electricity gen-
eration, is fundamentally different from the structures presented so far. Conventional, thermal 
power plants have a very small share of less than 2.5 % of the gross electricity production. Due 
to the geographical conditions, hydropower generation dominates in Norway with about 98 %. 
The situation is similar in Sweden. Here, generation from hydropower plants also takes up the 
largest share of gross electricity generation. Generation from nuclear power plants accounts for 
the second-largest share, at approx. 40 %. 

 

Figure 4: Composition of the RES share of gross power generation in 2017, data from (European 
Commission 2020; Statistic Norway 2017). 
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ferences and similarities between the countries. While in France, electricity generation from hy-
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While similarities are still evident between France and Germany, the composition of renewable 
electricity generation in Norway and Italy differs fundamentally. In Italy, all three main RES 
sources (hydropower, wind energy and solar energy) have shares of between 17 % and 36 %, 
whereas Norway's electricity generation from renewable energy plants is almost exclusively 
based on hydropower (98 %). The RES power generation in Sweden is also mainly based on hy-
dropower with a share 69 % due to the geographical advantages regarding generation with hy-
dropower. It is also noticeable that in Italy - in contrast to Germany and France - electricity gen-
eration from solar PV systems clearly exceeds generation from wind turbines. 

The comparison of these four exemplary selected countries shows that the generation struc-
tures in Europe are very different. While in Northern Europe wind energy and hydropower plants 
are used to generate electricity from RES, in Southern Europe solar PV power plants are more 
dominant. The consideration of Germany and France shows how different the conventional, 
thermal generation structures can be under comparable conditions. 

2.1.2 Political decisions and objectives 
With the ratification of the Paris Climate Convention in 2016, the EU has committed itself to 
implementing measures to limit the global temperature increase to significantly below 2°C com-
pared to pre-industrial levels (United Nations 2016). In the course of implementing this agree-
ment, the EU has defined three targets for 2020 and 2030. By 2020, greenhouse gas emissions 
are to be reduced by 20 % compared to 1990 levels and by a further 20 % by 2030. This target 
was tightened again at the EU summit in December 2020. There, it was decided to reduce green-
house gas emissions internally by at least 55% net by 2030 compared to 1990. In addition, 20 % 
of gross end energy consumption in 2020 is to be covered by plants based on RES. By 2030, this 
share is expected to increase to at least 32 %. In addition to the two target indicators, green-
house gas emissions and the share of RES units in gross end energy consumption, targets for 
increasing energy efficiency were defined. For the period from 2020 to 2030, the EU directives 
provide for an increase in energy efficiency from 20 % to 32.5 %. (European Commission, 
European Union 2018b, 2018a; European Commission 2014) 

In the course of the political discussions on climate protection, energy system transformation 
and environmental protection, various decisions have been made on a national level regarding 
the future use of nuclear energy and coal for power generation. 

Nuclear Energy 

Nuclear energy is widespread in Europe and has been used there for many decades. While some 
countries have decided to phase out nuclear energy or to stop using this generation technology, 
particularly as a result of the impressions of the reactor accidents in Chernobyl (1986) and Fu-
kushima (2011), other countries are planning to build additional or renew existing generation 
capacities. 

As shown in Figure 5, there are very different strategies for the future use of nuclear energy in 
Europe. While Germany and Belgium have decided to phase out nuclear power by 2022 and 2025 
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respectively in the wake of the reactor accident in Fukushima, Japan, no final decision has yet 
been made in the Netherlands about the only Dutch nuclear power plant whose planned lifetime 
ends in 2033 (DutchNews.nl 2018; Pieters 2018; Deutsche-Presse-Agentur 2019; Schlandt 
2019). In Switzerland, it has been decided in this context that no renewal of the existing nuclear 
power plants will be carried out in 2011. In addition, a referendum in 2017 decided that a nuclear 
power phase-out should take place. However, this phase-out is to take place without a defined 
target date, but at the end of the safety operating life of the power plants (Bundesamt für Energie 
2017; Schultz 2017). In contrast, Austria had already become active before the Chernobyl acci-
dent in 1986 and prohibited the commissioning of a completed power plant in 1978 and later 
raised the Nuclear Non-Proliferation Act to constitutional status (Österreichische Nationalrat 
1999; Seiser 2011). 

 

Figure 5: Overview of national decisions on nuclear energy use, own illustration1. 

                                                      
1 (Finke 2019; Chrisafis 2019; DutchNews.nl 2018; Pieters 2018; Deutsche-Presse-Agentur 2019; 
Donadio 2011; World Nuclear Association 2018; Schlandt 2019; Österreichische Nationalrat 1999; 
Seiser 2011; Anwar 2016; International Atomic Energy Agency 2014; World Nuclear Association 2019a; 
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The decisions in France, Sweden, Finland, the Czech Republic, Great Britain and Poland are dif-
ferent. While Finland, the Czech Republic and Great Britain are renewing their existing power 
plant parks or adding new reactors, France is planning a step-by-step reduction in nuclear power 
generation from currently approx. 70 % to 50 % of gross electricity generation in 2035  (Finke 
2019; Chrisafis 2019; Morgan 2018; World Nuclear Association 2019c, 2019b). Poland plans to 
commission its first nuclear power plant in 2033  (Barteczko 2018a). In Sweden in the 1980s, 
the initial plan was to phase out nuclear power at the end of the lifetime of existing power plants, 
which would have been achieved in 2010. However, in 1997, lifetime extensions were granted 
and in 2010 the nuclear phase-out was formally cancelled  (Anwar 2016; International Atomic 
Energy Agency 2014). 

Coal Power 

In contrast to nuclear energy, coal-fired power generation in Europe shows a much more uniform 
trend, but with some exceptions. Especially after the ratification of the Paris Climate Convention, 
various strategies and development plans have been adopted at national level to reduce CO2 
emissions from coal-fired power generation or to replace this generation technology completely 
with other technologies. One driver for reducing CO2 emissions is the introduction of trading in 
EU emission allowances. These entitle the holder to emit 1 t of CO2 and are only available for a 
limited volume. With this instrument, it is easier to manage the coal phase-out. 

As shown in Figure 6, many European countries have committed themselves to phasing out 
coal-fired power generation in order to comply with the Paris Climate Convention. Countries with 
low coal shares in gross electricity generation such as Great Britain, France, Austria and Italy 
plan to decommission their coal-fired power plants within the next 6 years (Finke 2019; Felix 
2019; Felix, Carraud, and Mallet 2019; Jewkes 2019; Radio Steiermark 2019). In contrast, coun-
tries such as Germany, the Netherlands, Denmark and Finland plan to phase out coal-fired power 
plants between 2029 and 2038 due to the much higher share of coal-fired generation (Morgan 
2018; Goverment of the Netherlands 2019; Kommission „Wachstum, Strukturwandel und 
Beschäftigung“ 2019; Schultz and Traufetter 2019, 2019; Kauranen and Karagiannopoulos 2019; 
Jones 2017). At this point, the interactions between the decisions on coal and nuclear power 
must be taken into account. One of the two technologies is taken out of operation in the short 
term, while the share of the second technology is reduced in the long term. 

Exceptions to this development are the decisions in Poland. Five new coal-fired power plants 
are currently being built in Poland and five more are in the planning phase. Until 2040, Poland 
only intends to phase out lignite-based electricity generation, while hard coal-based electricity 
generation is to be continued.  (Barteczko 2018b; Mitteldeutscher Rundfunk 2019) 

It is noticeable that countries with low generation capacities in coal-fired power generation in 
particular are currently planning a prompt exit. The operators of large coal-based power plant 

                                                      
Morgan 2018; World Nuclear Association 2019c; Barteczko 2018a; Deutsche Botschaft Prag, n.d.; World 
Nuclear Association 2019b; Bundesamt für Energie 2017; Schultz 2017). 
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parks, on the other hand, such as Germany, are planning a medium-term exit or intend - like 
Poland - to build further power plants. The price development of primary energies and CO2 cer-
tificates will also have an influence on the decision when and how the coal phase-out will be 
implemented. 

 

Figure 6: Overview of national decisions on coal-fired power generation, own illustration2. 

2.1.3 Expansion plans for RES plants 
In order to achieve the goals defined in the Paris Climate Convention and to enable the various 
strategies for phasing out nuclear energy or coal-fired power generation, the capacity of RES 
plants increases substantially in Europe. These are mainly PV units and wind turbines. The use 
of wind turbines to generate electricity is increasingly being supplemented by offshore wind 
turbines. By the end of 2018, for example, more than 4500 wind turbines with a total installed 
capacity of 18.5 GW had been commissioned in the North and Baltic Seas. The majority of these 
plants, almost 80 % of all offshore wind turbines, have been built in Great Britain (8.2 GW) and 
in Germany (6.4 GW). A significant increase in generation capacity in the offshore power gener-

                                                      
2 (Finke 2019; Department for Business, Energy and Industrial Strategy 2018; Twidale, Potter, and Croft 
2018; Felix 2019; Felix, Carraud, and Mallet 2019; Goverment of the Netherlands 2019; Jewkes 2019; 
Kommission „Wachstum, Strukturwandel und Beschäftigung“ 2019; Schultz and Traufetter 2019; Radio 
Steiermark 2019; Jones 2017; Kauranen and Karagiannopoulos 2019; Barteczko 2018b; Mitteldeutscher 
Rundfunk 2019; Martin, n.d.; Bundesamt für Energie 2015). 
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ation sector is also expected in the future. There are projects to expand the generation capaci-
ties of offshore wind turbines in numerous countries bordering the North and Baltic Seas. This 
applies in particular to the Nordic countries Sweden and Denmark. In Sweden, the installed ca-
pacity in the area of offshore electricity generation may be increased from 200 MW to 2,667 MW 
by implementing all currently approved projects (Newell Swedish Energy Agency). In Denmark, 
offshore wind farms with more than 1660 MW of installed capacity have already been commis-
sioned (Ørsted A/S; Vattenfall AB; Vattenfall AB; Vattenfall AB 2018). In the long term, the in-
stalled capacity could multiply by 2050. The EU Commission considers capacities between 240-
450 GW to be possible. (WindEurope asbl/vzw 2016; Selot, Fraile, and Brindley 2019) 

As a result, the developments of the past 20 years outlined at the beginning of this section will 
continue. Thus, the European power system will be characterized in the future by power gener-
ation on the basis of RES, whose energy supply is supply-dependent and thus volatile, i.e. de-
pendent on the current weather situation (Zahoransky 2019). Due to this development, the use 
of the remaining plannable generators, such as conventional, thermal power plants and hydro 
storage power plants, will no longer be determined on the basis of consumption, but on the 
basiagrs of residual load, i.e., the difference between consumption and generation on the basis 
of RES plants. With an increasing share of RES plants, this residual load can show greater rates 
of change than consumption, so that producers as well as consumers in Europe will have to 
react more flexibly in the future. (Agricola, Seidl, and Heuke 2015; Bundesnetzagentur 2017) 
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2.2 Flexibility in the power system 
Due to the lack of ability of the grids to store electricity, a balance between generation and load 
needs to be maintained at any time (Konstantin 2017). As a result of the development described 
in section 2.1, the future European power system is expected to face an increase of supply-de-
pendent, volatile power plants, which will lead to an additional need for flexibility 
(Bundesnetzagentur 2017; Agricola, Seidl, and Heuke 2015). Therefore, the following Sec-
tions 2.2.1 and 2.2.3 first define and categorize the term flexibility before presenting different 
technology options for providing flexibility. In Section 2.2.2 the flexibility needs in grid operation 
are described from a perspective of keeping a power system stable. 

2.2.1 Fundamentals of flexibility from a market’s perspective 
The flexibility of a generation plant or consumer is the ability to change the generation output 
or the power consumption. This characteristic of a power plant or a consumer is described by 
various parameters such as the maximum power gradient or the maximum shiftable amount of 
energy. The maximum power gradient is the maximum possible power adjustment of a generat-
ing unit per time step. In addition, the location of the generation unit or the consumer as well as 
the time range in which this flexibility is applicable are essential parameters for an evaluation 
of the flexibility, which a generation unit or a consumer can provide for a system. 
(Bundesnetzagentur 2017; Union of the Electricity Industry - EURELECTRIC aisbl 2014) 

Based on this definition, it is possible to characterize the flexibility of a generation unit of the 
electricity system in the time domain. There are three different timescales: short-term, medium-
term and long-term flexibility provision. 

  

Figure 7: Characterization of flexibility in the time domain, according to (Zahoransky 2019; Konstantin 
2017). 

Figure 7 shows the three timescales in which flexibility provision is possible. The short-term 
flexibility supply serves the balancing of generation and consumption during the day. On the 
market side the continuous intraday trading takes place at this time, by which a short-term op-
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timization of the procurement of electricity is possible. Medium- and long-term flexibility is re-
quired to compensate for longer-term changes in RES feed-in due to weather conditions such 
as a wind slack or a seasonally lower feed-in from PV systems in winter. Parallel to this, futures 
trading takes place at this time, for up to several years before the delivery date, and day-ahead 
trading takes place up to 36 hours before the delivery date. (Bundesnetzagentur 2017; 
Zahoransky 2019; Konstantin 2017) 

To achieve short-term load balancing, various measures are possible, which will be referred to 
in the following as types of flexibility. There are four types of flexibility, as shown in Figure 8 
below. 

  

Figure 8: Types of flexibility in the power system. 

These four types of flexibility can be grouped into two categories. One is the category adjust-
ment and the other the category displacement. The category adjustment includes, for example, 
a generation-side adjustment of power generation by switching a generation unit on or off, or a 
consumer-side adjustment of consumption by means of demand side management to achieve 
load balancing during the day. The category displacement includes measures for shifting gen-
eration or load in the time domain by means of energy storage systems as well as the spatial 
shift within the area under consideration as for example by using HVDC transmission systems. 
(Zahoransky 2019; Union of the Electricity Industry - EURELECTRIC aisbl 2014; Siemonsmeier 
et al. 2018) 

2.2.2 Flexibility needs in grid operation 
As can be seen in Figure 9, in an interconnected system, the electrically generated power of all 
power plants must be equal to the load at all times, as there are no significant storage facilities 
in the interconnected system. (Consentec 2014) 
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Figure 9: Balance between generation and consumption taking into account the frequency setpoint of 
50 Hz (Consentec 2014). 

This phenomenon is addressed by the topic of frequency stability. Frequency stability in power 
systems is essential for maintaining the quality of supply and security and depends largely on 
the demand for active power. The IEEE defines frequency stability as follows: 

“It refers to the ability of a power system to maintain steady frequency following a severe dis-

turbance between generation and load.” (Kundur 1994) 

If the frequency in a power system deviates upwards or downwards, this is the main indicator 
of a momentary imbalance between production and consumption. If the power demand exceeds 
the generation, the system frequency decreases. Conversely, a generation surplus means an 
increase in system frequency. Consequently, the system frequency fluctuates continuously in 
response to changing demand. It must be taken into account that it is impossible to control 
generation in such a way that it exactly follows the demand for power. Keeping the frequency of 
a power system stable is therefore a system-wide issue (Crastan 2017). Formula (2.1) illustrates 
– via the moment balance of all machines rotating synchronously on the mains – this relation-
ship: 

J δ = 𝑀𝑔𝑒𝑛 −𝑀𝑐𝑜𝑛 (2.1) 

The product of the moment of inertia of the rotating masses J and their angles referred to a 
reference point δ corresponds to the difference between the mechanical drive torque (genera-
tion) 𝑀𝑔𝑒𝑛 and the electrical counter torque (consumption) 𝑀𝑐𝑜𝑛. (Zimmer 2017) 

For a power plant connected to a compound system, the electrically generated power of the 
power plant is composed of its turbine power 𝑃𝑡 and an acceleration or braking power of the 
rotating masses, resulting from a change in speed. The turbine power must be able to cover the 
load and the power loss (Kleinkorte 2016). This relationship becomes apparent when formula 
(2.2) is converted to a current account: 

𝜔𝑛 J  2π 
df

dt
= 𝑃𝑡 − 𝑃𝑐𝑜𝑛 − 𝑃𝑙𝑜𝑠𝑠 (2.2) 
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In the stationary state, the turbine power 𝑃𝑡 covers the power consumed (𝑃𝑐𝑜𝑛 + 𝑃𝑙𝑜𝑠𝑠), consisting 
of consumption and losses. The frequency gradient  df

dt
 is zero, since the constant nominal fre-

quency of 50 Hz is present in interconnected operation. In case of an imbalance between gen-
eration and consumption, a frequency gradient is formed and with it a proportional acceleration 
or deceleration of the rotating masses. The power equilibrium is consequently restored by a 
temporary change of the system frequency. It is therefore necessary to first stabilize the aver-
age frequency and then return it to the setpoint. This control mechanism is called power fre-
quency control and is shown schematically in Figure 10 ((Kleinkorte 2016; Zimmer 2017). 

 

Figure 10: Frequency response after interference, according to (ENTSO-E 2013). 

The diagram deals with the case of a deficit in electrical energy supply, which can result either 
from a generation failure or from a load increase. The effect in the period between 0 s and 5 s is 
called instantaneous reserve. During this period, the kinetic energy stored in the rotating masses 
covers the power deficit that decreases due to primary control ∆P. The instantaneous reserve is 
not a classical control mechanism but a physical process of energy conservation (cf. equa-
tion (2.2)), which is inherently provided by the rotating masses of conventional power 
plants  (Dena 2016; Stein 1953). There also is the self-regulating effect of the load which has an 
effect during this period: In simplified terms, the load behaves like a frequency-dependent motor-
inductive consumer whose power consumption depends on the frequency (Crastan 2015). At 
the same time a proportional speed controller, which has the frequency deviation ∆f as input 
parameter, activates the frequency containment reserve (also called primary control reserve). 
This control mechanism is discussed in more detail in Sections 3.4.2 and 3.4.3. The primary 
control reserve aims at stopping the frequency drop and stabilizing the frequency at a constant 
frequency deviation. This is achieved by the power plants providing primary control power 
changing their operating point with the help of the activated, frequency-sensitive proportional 
controller, thus increasing the turbine drive torque. For each power plant, primary control takes 
place completely independently, uncoordinated, automatically and decentrally (Crastan and 
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Westermann 2018). After 30 s at the latest, the load deficit is eliminated and generation and 
consumption are back in balance. Nevertheless, an approximately constant frequency deviation 
remains in the synchronous network system. In order to prevent a renewed frequency drop, the 
primary control power is maintained for a period of 30 s to 15 min and successively replaced by 
the secondary control power (Consentec 2014). In the period from 30 s to 15 min the secondary 
control follows as power-frequency control (Automatic Frequency Restoration Reserve): The fre-
quency deviation ∆f, linked with a deviation of the exchange power, acts as an artificial control 
variable of an integral controller. The aim is to return the mains frequency to nominal frequency.  

These mechanisms require flexibility in grid operation in different time periods and depend on 
the dynamic behavior of the electrical components and their controllers in a power system. 
These are addressed in Section 2.4.3 from an analytic point of view and the mathematical mod-
els are presented in Section 3.4 before the simulations on flexibility in grid operation are carried 
out in Chapter 5 to investigate the possible flexibility needs in terms of maintaining frequency 
stability. 

2.2.3 Flexibility options 
Flexibility in a power system is provided by a variety of different technologies. In the following, 
different technologies for the provision of flexibility are presented as examples. 

 

Figure 11: Classification of flexibility in the power system, according to (Bundesnetzagentur 2017; 
Sterner and Stadler 2017). 

As shown in Figure 11, the different flexibility options are categorized on several levels. First, a 
distinction is made between the provision by generation units or by energy storage or sector-
coupling technologies. Within this classification, it is possible to make a further subdivision ac-
cording to the used technology. 

In the following, four technologies for flexibility provision are presented as examples. These are 
the gas turbine as a technology in the generator category and three technologies from the field 
of energy storage and power-to-x. In addition to superconducting coils and supercapacitors as 
electrical energy storage devices, these are the power-to-x technology and compressed air stor-
age as mechanical energy storage. 
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Gas turbines 

The use of gas turbines is one way of providing flexibility on the generation side. In gas turbine 
power plants, the air as an operating medium is compressed by a compressor and ignited in the 
combustion chamber together with the respective primary energy source. The expansion of the 
operating gas in this process powers the downstream turbine and thus also the connected gen-
erator. (Zahoransky 2019)  

Table 1: Technical data of gas turbine power plants, according to (Zahoransky 2019; Markewitz and 
Robinius 2017) 

Parameter Data 

Startup time 

Hot start (<8 h): 6 min-15 min 

Warm start (8 h-24 h): 6 min-15 min 

Cold start (>48 h): 6 min-15 min 

Minimum power [% Pnenn] 20 %-50 % 

Power change gradient [% Pnenn/min] 8 %-15 % 

 

As Table 1 indicates, gas turbines are characterized by very short start-up times, regardless of 
their current condition. It is therefore irrelevant for which period of time this type of power plant 
was previously out of operation. In combination with power change gradients in the range of 8 % 
to 15 % of the nominal power and the low minimum operating powers, gas turbines can start up 
any technically permissible operating point in a comparatively short time and thus adapt their 
generation to the current demand. (Zahoransky 2019) 

Two major disadvantages of using gas turbines to provide flexibility in the future European 
power system are, on the one hand, the CO2 emissions that result from firing fossil fuels such 
as natural gas and, on the other hand, the comparatively high costs of procuring the primary 
energy source and the necessary emission rights to emit the CO2 (Zahoransky 2019; Konstantin 
2017). Due to the technical capabilities of the gas turbine described above, power plants based 
on this technology are highly flexible as so-called peak load power plants and allow for a load 
balancing during the day due to the comparatively short reaction times. 

Superconducting coils and super capacitors 

Superconducting coils and supercapacitors are components used in electrical engineering that 
are part of electrical energy storage systems. They can store electrical energy without convert-
ing it into another form, such as chemical or mechanical energy. Inside such a capacitor, the 
electrical energy is stored in the electrical field. Due to their high power density, they are capable 
of providing high power in short time ranges. In contrast, storage in superconducting coils takes 
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place within the magnetic field. An essential advantage of these two technologies for flexibility 
provision is their low losses. Due to the direct storage of electrical energy, the losses of a con-
version process are eliminated. However, this technology is characterized by very low energy 
densities, which is why they are only suitable for short-term flexibility provision in the range of 
seconds and minutes. Thus, these two flexibility options only play a minor role for load balancing 
during the day (Sterner and Stadler 2017) but can contribute to ancillary services to ensure 
power system stability. 

Power-to-x-technology 

In contrast to the electrical storage described above, a long term storage or sector coupling is 
possible by converting the electrical energy into chemical energy. Different forms of this con-
version, for example into gas, a fuel or heat, are summarized by the general term power-to-x 
technology. By using fuel or gas as the conversion product, the sectors electricity, heat and 
transport are linked together. Coupling with the heating sector allows to exploit the storability 
of heat, so that short-term shift potentials can be used. In addition, coupling with the gas sector 
offers the possibility to provide longer-term flexibility and to use gas infrastructure, especially 
gas storage. By means of gas-fired power plants, reverse power generation is then possible. 
(Zahoransky 2019; Sterner and Stadler 2017) 

In power-to-gas plants, water is split into oxygen (O2) and hydrogen (H2) by electrolysers. This 
H2 gas can either be used directly in fuel cell vehicles or industrial processes or converted into 
methane gas (CH4) through methanization and fed into the existing natural gas network. 
(Zahoransky 2019; Sterner and Stadler 2017) 

Table 2: Technical data of a PEM electrolyzer, according to (Sterner and Stadler 2017; Siemens AG 
2017) 

Parameter Data 

Electrical power 0,5 kW to 1,2 MW 

Minimum power [% Pnenn] 20 % 

Startup time < 10 s 

 

The electrolyser as the core element of such a plant is characterized by its high degree of flexi-
bility, as shown in Table 2. With a start-up time of less than ten seconds and a comparatively 
low minimum operating capacity of 20 % of the nominal output, these plants are able to react to 
changes in the production situation at short notice. However, the conversion process is subject 
to losses. This means that the respective efficiency of the process has to be taken into account 
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both for electrolysis and for any subsequent methanization. For the entire process from elec-
trolysis to the completion of methanation, efficiencies of between 49 % and 65 % are achieved. 
(Zahoransky 2019; Sterner and Stadler 2017) 

With power-to-gas plants, it is therefore possible to provide flexibility for a short-term balance 
between generation and consumption by adjusting consumption. 

Compressed air storage 

Finally, compressed air storage is being investigated as a mechanical form of energy storage 
for flexibility provision. This form of energy storage stores energy in kinetic or potential form. In 
addition to compressed air storage, hydro storage power plants also belong to this category of 
energy storage. However, these are considered separately in Section 2.4.2. (Sterner and Stadler 
2017) 

Due to the compressibility of the ambient air, it is possible to store energy in compressed air 
storage power plants by means of a pressure difference. The basic structure of such a storage 
power plant has certain technological similarities to a gas-fired power plant. Here, as well, the 
core elements of this technology are a compression unit and an expansion unit, whereby the 
combustion chamber of the gas turbine is replaced by the gas storage unit, for example an un-
derground empty salt cavern. Using an electrically driven compressor, the ambient air is com-
pressed and then stored at pressures between 46 bar and 72 bar. If required, the compressed 
air is taken from the storage facility and expanded in a turbine unit. The energy stored in the 
pressure difference is converted back into electrical energy. (Zahoransky 2019; Sterner and 
Stadler 2017) 

The following Table 3 contains technical data of two operating compressed air storage power 
plants. One has been located in Huntorf in northern Germany since 1978, while the other power 
plant has been in operation in McIntosh in the USA since 1991. These storage power plants are 
characterized by short reaction times, which are able to be reduced by a further 50 % in critical 
situations. However, when using this technology, the efficiency losses are significantly higher 
compared to other technologies. (Sterner and Stadler 2017) 
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Table 3: Technical data of two compressed air storage power plants, according to (Sterner and Stadler 
2017) 

Power plant Huntorf McIntosh 

Electrical power 321 MW 100 MW 

Mininmum power [% Pnenn] 32 % 10 % 

Cycle efficiency 42 % 54 % 

Stroage volume 560 MWh 2.640 MWh 

Discharge duration (at full load) approx. 2 h approx. 24 h 

Startup time (Normal operation) 14 min 12 min 

Startup time (emergency) 8 min 7 min 

 

To sum up, compressed air storage power plants are well suited for short-term intraday load 
balancing due to their short reaction times and relatively low minimum operating capacity. With 
this technology, it is possible to provide flexibility by adjusting both generation and consump-
tion. Depending on the size of the storage facility, it is also possible to provide flexibility by 
shifting in the time domain. 
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2.3 Characteristics of the NORDEL grid 
In the following Sections 2.3.1 to 2.3.2 the focus is on the hydro storage power plants in Norway 
and Sweden. First, the fundamentals of the two power systems are explained. Afterwards, the 
structure of the power plant parks is analyzed.  

2.3.1 Fundamentals of the Nordic power system 
The power systems in Norway and Sweden are two very renewable systems, with more than 50% 
of the electricity coming from RES. However, there are significant differences between the two 
systems, especially regarding the use of other primary energy sources. 

  

Figure 12: Gross electricity generation in Sweden and Norway in 2017, according to (European 
Commission 2020; Statistic Norway 2017). 

While Norway's gross electricity generation is almost entirely based on hydropower, as de-
scribed in detail in Section 2.1.1, Sweden has more than 60 TWh generated in nuclear power 
plants in 2017. Furthermore, Figure 12 above clearly shows that this amount of electricity gen-
erated in nuclear power plants of more than 60 TWh in 2017 corresponds to about 40 % of the 
total gross electricity generation. The rest of the gross power generation is almost exclusively 
generated by plants based on RES. Fossil-fired thermal power plants, such as coal- or gas-fired 
power plants, are of minor importance in both supply systems with shares in the low single-digit 
percentage range. Accordingly, these two Nordic countries are only marginally affected by the 
political discussions on coal-fired power generation described in Section 2.1.2. 

In addition to the shares of the different primary energy sources in gross electricity generation, 
Figure 13 below shows their shares in the installed generation capacities. 
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Figure 13: Installed generation capacity in Sweden and Norway in 2017, according to (Statistic Norway 
2017, 2019). 

In particular, considering the Swedish power plant park, it becomes apparent that conventional 
thermal power plants play hardly any role in actual generation, despite a share of almost 20 % 
of the installed generation capacities. This means that other power plants, such as nuclear 
power plants and hydro power plants, are primarily used to cover the load. While in Sweden 
hydro power plants with an installed capacity of approx. 16 GW are in operation, the Norwegian 
power plant park has hydro power plants with an installed capacity of approx. 32 GW. This rep-
resents over 93 % of the total installed generation capacity in Norway. 

A special characteristic of the power system in Norway and Sweden is their division into up to 
five different bidding zones of the wholesale markets. As illustrated by the map in Figure 14, 
Norway is divided into five bidding zones and Sweden into four bidding zones. The layout of 
these bidding zones represents the main congestion management measure in these Nordic 
countries. While Sweden's four bidding zones exist at all times due to medium-term restrictions 
in the transmission system, Norway is divided dynamically. The objective of this dynamic divi-
sion of Norway into different bidding zones is to take regionally different generation situations 
into account by creating price incentives via the market to optimize the use of the available 
storage capacities. In particular, different water availability in the different regions of Norway as 
a result of different weather conditions is taken into account. (THEMA Consulting Group 2013) 
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Figure 14: Bidding zone boundaries within Norway and Sweden, according to (Nord Pool AS 2019a). 

The NORDEL transmission grid is shown in Figure 15. The different voltage levels are drawn in 
red (380 kV), blue (330 kV) and green (220 kV). In contrast to the Central European power system 
the Nordic transmission grid is only sparsely meshed in most parts of the Nordics, especially in 
the northern parts of the Nordic countries. Only in and near urban areas the grid is highly 
meshed.  

 

Figure 15: NORDEL transmission grid. 
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2.3.2 The hydro power plant park 
In the following, an analysis of the structure of the hydro power plant park is carried out. Due to 
the long history and diversity of the hydropower plants, the considered criteria include the in-
stalled generation capacity and the age structure. Due to a lack of data on technical parameters 
of the plants, turbine-specific parameters cannot be analyzed in the folliwing. These are inter-
polated and calculated in Section 3.3.1.2 as part of the modeling process. 

In the following analysis, power plants with a nominal capacity of less than 10 MW and run-of-
river plants are not considered. Accordingly, about 75 % of the hydro generation capacity in Swe-
den and about 90 % in Norway is examined in more detail (ENTSO-E 2018). The absolute number 
of hydropower plants considered is 341 in Norway and 85 in Sweden with a generation capacity 
of 29.1 GW and 12.4 GW respectively (c.f. Figure 16). A classification into power categories and 
their frequency distribution is shown in Figure 17. In this chart it is noticeable that Sweden tends 
to use larger plants, while the frequency distribution in Norway is highest in the power category 
between zero and 50 MW with 43.1 %. 

 

 

Figure 16: Nordic hydropower plant park. 

Figure 18 shows the frequency distribution of the different age categories of hydro power plants. 
The figure indicates that the power plants in Sweden are on average significantly older than 
those in Norway. In Sweden about 45 % and in Norway about 27 % of all plants are older than 60 
years. Furthermore, the share of newly comissioned plants within the last 15 years is only about 
1 % in Sweden and about 8 % in Norway. 
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Figure 17: Frequency distribution by number of turbines allocated to different power categories, accord-
ing to own research. 

 

Figure 18: Frequency distribution by number of turbines assigned to different age categories, according 
to own research.  
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2.4 Hydropower as a flexibility option 
Since the focus of this study is on the provision of flexibility by hydro storage power plants, the 
structure and operation of this flexibility option ist considered individually in the following chap-
ter. First, the operating mode of two exemplary storage power plants will be considered on the 
basis of their operation in two months in 2018. Then, the structure, function and flexibility pro-
vision by hydropower is described. After that, the dynamic behaviour of hydropower is analyzed. 

2.4.1 Current use of hydro storage power plants in Sweden 
In the following section, the current operation of hydro storage power plants will be examined 
using two power plants in Sweden for the months January and July 2018 as an example. The 
power plants in focus are the generation plants Porjus and Stornorrfors. The two selected power 
plants are two of five power plants that were defined as reference power plants, so-called refer-
ence sites, within the HydroFlex project (Hydroflex 2019). The following Table 4 contains the 
most important technical data of these two power plants. 

Table 4: Technical data of the Porjus and Stornorrfors power plants, according to (Vattenfall AB 2019a, 
2019b) 

Power plant Porjus Stornorrfors 

Max. power [MW] 430 599 

Commissioning 1975 1958 

Turbine type Francis Francis 

Number of turbines 2 4 

 

In the following, different parameters are considered to describe the current operation mode. 
These are the average generation by the two power plants in January and July 2018 as well as 
the maximum number of start/stop cycles3 that one of the two respectively four turbines of the 
power plants has run on one day during the period under consideration. Power plant usage data 
from ENTSO-E, the European Association of Transmission System Operators for Electricity (EN-
TSO-E), which is available on their transparency platform, was used for this purpose. 

As shown in Table 5, both power plants are utilized at less than 40 % during the considered pe-
riod, which in the case of the Porjus power plant corresponds to less than 125 GWh of electricity 
production. In July, both power plants are operating at less than 30 % of nominal capacity. This 
corresponds to 91 and 114 GWh of electricity production respectively. While the maximum num-
ber of start/stop cycles of a turbine of the power plant Stornorrfors does not change compared 

                                                      
3 A start/stop cycle is defined as a process from one start-up of the generator to the next start-up. 
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to both months, the number of start/stop cycles at the power plant Porjus increases to up to 
three cycles per day in July. 

Table 5: Key parameters of the current operation of the Porjus and Stornorrfors power plants, according 
to (ENTSO-E 2019) 

Power plant 
Porjus Stornorrfors 

Generation (January) 124,69 GWh 180,42 GWh 

Generation (July) 90,75 GWh 114,1 GWh 

Maximum number of cycles of a turbine per day (January) 2 2 

Maximum number of cycles of a turbine per day (July) 3 2 

 

In the following, the generation profile of the two power plants in July 2018 is examined more in 
detail. 

 

Figure 19: Generation profile of the reference power plant Porjus in July 2018, according to (ENTSO-E 
2019). 

Figure 19 shows the hourly production of the Porjus power plant in July 2018. It is noticeable 
that the two turbines of the power plant were out of operation in more than 40 % of the hours. 
The power plant never operated at nominal capacity during the month under consideration. In 
only 14 % of the hours the power plant was used to more than 50 % capacity. 
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Figure 20: Generation profile of the reference power plant Stornorrfors in July 2018, according to 
(ENTSO-E 2019). 

Figure 20 illustrates the corresponding generation profile for the Stornorrfors power plant. It 
shows that the power plant was out of operation at one point in time in July 2018, but was 
operated at less than 25 % of the nominal capacity in more than 55 % of the hours. Similar to the 
Porjus power plant, the Stornorrfors power plant was never operated at nominal capacity, but 
was only utilized to a maximum of 61 %. 

For both reference power plants, it is important to point out that rarely or never all two or four 
turbines of the power plants are operated simultaneously. Furthermore, by considering the less 
amount of start/stop cycles, it seems that these hydro power plants were only operated as flex-
ible generation units to a limited extent at the present time. 

 

2.4.2 Flexibility provision by hydro storage power plants 
In addition to the possibilities for providing flexibility already described in the Section 2.2.3, 
there is also the option to provide flexibility by hydro storage power plants. Due to the focus of 
this study on this flexibility option, this technology is explained in detail in the following. First of 
all, the different types of power plants will be discussed, before the operational and technical 
restrictions are presented. 

2.4.2.1 Types of hydro power plants 
Hydropower plants convert potential energy resulting from height differences into kinetic energy 
via a pressure pipe. The kinetic energy is then transformed into mechanical energy by means of 
water turbines and finally converted into electricity by means of a generator. All different types 
of hydropower plants have in common that they have at least one turbine. Depending on whether 

0

50

100

150

200

250

300

MW

400

1 26 51 76 10
1

12
6

15
1

17
6

20
1

22
6

25
1

27
6

30
1

32
6

35
1

37
6

40
1

42
6

45
1

47
6

50
1

52
6

55
1

57
6

60
1

62
6

65
1

67
6

70
1

72
6

G
en

er
at

io
n 

po
w

er

Hour in July 2018

Stornorrfors



35 
 

the power plants also have a pump or whether there are storage reservoirs from which the tur-
bines are fed, a distinction is made between storage or pumped storage power plants and run-
of-river power plants. Tidal and wave power plants represent further possibilities for generating 
energy from hydropower. Howewer, these types of power plants will not be considered in detail 
here. 

Run-of-river power plants 

In contrast to storage power plants, run-of-river power plants do not have storage reservoirs, as 
they are used in streams where damming up is not possible, for example, because navigability 
has to be guaranteed, or where the gradient is too low. The height difference between the inlet 
to the turbine and the outlet from the turbine of a run-of-river power plant is comparatively small 
compared to the height difference in storage power plants. Because the turbine is fed directly 
from the running water, the operation of these power plants depends on the water supply of the 
watercourse and are therefore not able to provide flexibility. Thus, run-of-river power plants usu-
ally operate as base load power plants. Compared to storage power plants, run-of-river power 
plants are not designed for the maximum possible water volume flow, but for the average value. 
This is mainly for economic reasons. (Zahoransky 2019)  

Storage and pumped storage power plants 

Storage power plants and pumped storage power plants have a basically comparable design. In 
contrast to storage power plants, however, pumped storage power plants also contain at least 
one pump. In these power plants, electricity is generated by converting potential and kinetic 
energy of the water into electrical energy. (Strauss 2016) 

  

Figure 21: Hydro storage power plant, according to (Schwab 2017). 

Figure 21 shows the schematic structure of a hydro storage power plant. Characteristic for 
these power plants are the two very different height levels within the generation plant. On the 
upper level is the storage basin and its inlet. The water within this storage basin has potential 
energy due to the difference in height to the outlet. To generate electricity, the water is trans-
ferred from the storage basin through pipes to the lower level outlet and drives the turbine and 
the connected generator. The head of the water, i.e. the difference in height between the storage 
basin and the power plant, has a significant influence on the power generation. For this type of 
power plant three components are of particular importance, which is why their function is de-
scribed in more detail in section 2.4.2.2. In addition to one or more storage basins, these are the 
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turbine and - if the special case of a storage power plant is a pumped storage power plant - the 
pump. (Strauss 2016; Schwab 2017) 

2.4.2.2 Components of hydro storage power plants 
After the basic description of the two most important types of hydro power plants, the three 
main components of a hydro power plant are explained more in detail below. First, the turbines 
and pumps are examined. Then the function of the storage basin is described. 

Turbine 

The turbine is the core element of a hydro storage power plant. It converts the kinetic energy of 
the water falling from the higher located storage basin through pipelines into rotational energy. 
A generator is connected to the turbine to convert the rotational energy into electrical energy. 
Normally Kaplan, Francis or Pelton turbines are used in hydro power plants. Due to a develop-
ment of the turbines adapted to the head of the water and the volume flow, they have different 
characteristics. 

Table 6: Technical characteristics of the most common water turbines, according to (Moser 2018) 

Parameter Kaplan turbine Francis turbine Pelton turbine 

Head [m] 6-70 20-900 100-1770 

Max. power [MW] 300 800 500 

Max. efficiency [%] 94 95 90 

 

As Table 6 shows, Francis or Pelton turbines are particularly suitable for use in storage power 
plants with high heads. These allow generation capacities of up to 500 MW per Pelton turbine 
or 800 MW per Francis turbine. In contrast, the Kaplan turbine is used with a maximum output 
of 300 MW per turbine at low heads between 6 m and 70 m, as is mainly the case in run-of-river 
power plants. When considering the maximum efficiency of the different turbine types, signifi-
cant differences are noticeable. The Francis turbine has the best efficiency of 95 %. A special 
characteristic of the Kaplan turbine and the Francis turbine is their ability to be used as pumps. 
(Zahoransky 2019; Konstantin 2017; Moser 2018) 

Pumps 

While kinetic energy is converted into electrical energy in turbines, the corresponding opposite 
process takes place in pumps. By using one or more pumps, pumped storage power plants are 
able to pump water from a river or another storage basin as run-off water into the higher located 
reservoir. It is then possible to use the water for power generation at a later time. (Schwab 2017) 
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Reservoirs 

Basically, every turbine or pump in a hydro power plant requires an inlet and an outlet. In hydro 
storage power plants, there is usually a storage basin between the inlet, for example a river, and 
the turbine. The turbined water is discharged through a river or another storage basin, the lower 
basin. Only the use of an upper basin makes a temporal decoupling of the inflow and the gener-
ation possible. The maximum shift of the generation in the time domain by storage of the inflow 
in the upper basin is determined by its storage capacity. The larger the storage basin is dimen-
sioned, the longer the generation can be shifted in the time domain. (Zahoransky 2019; Schwab 
2017) 

2.4.2.3 Operational restrictions of hydro storage power plants 
One of the basic requirements for the operation of a hydro storage power plant is the availability 
of water. Operation is not possible without a sufficient filling quantity of the storage basin. The 
availability of water is essentially dependent on two variables. On the one hand, the natural in-
flows and on the other hand the inflows and outflows resulting from the interconnection of sev-
eral hydro storage power plants by waterways. 

An example of a natural inflow to hydro storage power plants is a river that flows into the con-
structed upper reservoir. However, this inflow is not constant at all times, but is subject to sea-
sonal fluctuations. These must be taken into account in the operational planning to prevent the 
basin from running empty. (Konstantin 2017) 

In addition to the natural inflow, the amount of available water and thus the operation of the 
hydropower plant may depend on other hydro power plants. If several hydro power plants or 
their storage reservoirs are connected to each other via waterways, this is called interconnec-
tion. In Figure 22, such a linkage of different power plants is shown using the example of a power 
plant group in Norway. 

It is clear that the Moflåt power plant, for example, can only turbine if one of the two upstream 
power plants, Såheim or Mår, is also in turbine operation. In contrast, the Vermork power plant 
is not permanently tied to the operation of the upstream Frøystul power plant, as the Skardfoss 
reservoir between the two power plants enables the two operating modes to be decoupled. This 
section of the Norwegian hydro system clearly shows that the use of a hydro storage power 
plant may depend on other power plants due to interconnection (The Norwegian Water 
Resources and Energy Directorate 2019). 

Besides the limitation of operation due to water availability, other aspects during operation have 
to be considered, since reservoirs are usually used for other purposes in addition to electricity 
generation. For example, they are used to supply cities or industry with water or to regulate the 
level in downstream waters, for example to make navigation possible. (Sterner and Stadler 2017) 
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Figure 22: Interconnection of hydro storage power plants using the example of a Norwegian power plant 
group, according to (The Norwegian Water Resources and Energy Directorate 2019). 

2.4.2.4 Technical restrictions of hydro storage power plants 
After the operational restrictions have been considered in Section 2.4.2.3, the technical re-
strictions of hydro storage power plants are discussed in the following. The focus is on re-
strictions of power plant operation to reduce the stress of the different components of the power 
plant. The reason for this is that due to the large water masses flowing through the power plant, 
its components are subjected to high dynamic, mechanical and thermal loads (Sterner and 
Stadler 2017). In principle, it is possible to use the power plants in a very flexible manner, since 
the start-up time is one minute or less (Schwab 2017). However, every start-up process involves 
stress for the mechanical components. As a result, each of these starts reduces the lifetime of 
the power plant and its components by 15 hours (Nilsson and Sjelvgren 1997). In order to con-
sider and reduce these stresses in daily operation, the power plant operator can define minimum 
operating times, minimum downtimes or a maximum number of start-up processes. The mini-
mum operating time specifies how long the power plant must remain in operation after a start-
up process before it is permitted to shut down again. Depending on the power plant operator 
and turbine, typical minimum operating times range from two to six hours. Thus, the flexibility 
potential of hydro storage power plants is limited by these technical restrictions to reduce me-
chanical stress and wear. (Nilsson and Sjelvgren 1997) 

After explaining the structure, the function as well as the operational and technical restrictions 
of hydro power plants in the previous Sections 2.4.2.1 to 2.4.2.4, this flexibility option is classi-
fied according to the types of flexibility provision defined in Figure 8. 
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As a controllable generation unit, hydropower plants are able to provide flexibility by adjusting 
generation. If the considered power plant is a pumped storage power plant, it is also possible to 
influence the consumption in the power system by adjusting the pump operation, thus providing 
a second type of flexibility. Due to their storage basin in the turbine inlet, hydro storage power 
plants are able to provide a third type of flexibility. By decoupling generation from the inflow, 
these power plants are able to shift generation in the time domain. To summarize, hydro storage 
and pumped storage power plants are capable of providing flexibility to the power system in a 
variety of ways. 

2.4.3 Dynamic behaviour of hydropower plants 
Although hydropower plants are considered RES, they are classified as conventional power 
plants in the same way as thermal power plants, which generate electricity from thermodynamic 
energy conversion processes. This can be explained as follows: Hydro (large-scale) power 
plants in their classic design with a grid-connected synchronous generator and the associated 
speed control system have a similar dynamic behavior to conventional power plants. (Zimmer 
2017; Heuck 2013; Crastan and Westermann 2018; Hutarew 1969) 

Figure 23 shows schematically the elements of a (pumped) storage power plant, which are im-
portant to analyze the dynamics of hydropower plants. Accordingly, mathematical models dif-
ferentiate between a conglomerate of turbine model and a model of the water column in the 
pressure pipeline as well as a speed governor. The regulator consists of control and actuating 
devices to vary the flow rate. The flow rate can be used to control the turbine torque from stand-
still to full load within a certain speed range. (Naghizadeh 2014) 

In the following, a brief introduction is given to the variables that are important for the analysis 
of the different turbine models and for the differentiated consideration of the dynamic behaviour 
of the water column. 

 

Figure 23: Components of a hyraulic power plant (Zimmer 2017). 
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Figure 24 illustrates the hydraulic coupling between the upper reservoir and the turbine. The hy-
draulic coupling between the reservoir and the turbine takes place, among other things, via one 
(or more) penstock(s). A penstock is a pressurised pipeline that is completely filled with water 
and under pressure, which reduces frictional losses  (Kaltschmitt 2013; Detering 2018). Pres-
sure fluctuations occur when opening or closing the valve. A distinction is made between short-
wave and long-wave pressure fluctuations: Short-wave pressure fluctuations result from the 
compressibility of water and the elasticity of the pressure tube, while long-wave pressure fluc-
tuations are a consequence of mass inertia  (Giesecke and Heimerl 2014). If, for example, a 
change in the valve position is considered, the turbine flow follows with a time delay due to the 
inertia of the water. In addition, progressive pressure waves occur, which cause water hammer 
within the elastic pipe.  (Singh 2011) 

 

Figure 24: Characteristic values of a water turbine. 

Storage power plants usually have a surge tank to dampen the long-wave pressure fluctuations 
almost completely. Short-wave pressure fluctuations and their reflection are only partially damp-
ened. It should therefore be emphasised that a surge tank leads to greater stability in the control 
loop, since a quasi-stationary state is reached earlier and the water start-up time (cf. Chap-
ter 2.4.1) is reduced. (Giesecke and Heimerl 2014) 

Figure 25 schematically shows the step response of a water turbine to a valve opening to in-
crease the turbine output. In the first moment after opening the valve, an inverse behaviour can 
be seen, as the entire water column in the pressure pipe starts moving with a time delay. This 
behaviour of the pressure wave is called all-pass behaviour and results from the high mass in-
ertia of water. In the course of time, the power increases logarithmically to the new operating 
point after an initial short-term dip. The transient water column primarily influences the dynamic 
behaviour of the turbine output.  (Schwab 2017) 
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Figure 25: Step response of a water turbine to an increase in the valve position  (Schwab 2017). 

To investigate the flexibility needs in grid operation (cf. Section 2.2.2) for all kind of disturbances 
in the power system it is necessary to perform a time domain simulation to adequately represent 
the dynamic behavior of the electrical equipment. There are different types of models to repre-
sent the dynamic behavior of electrical equipment in power systems and especially hydropower 
plants, which are addressed in Section 3.4.  
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2.5 Volatility of supply from renewable energy plants 
As generation from volatile, supply-dependent RES plants will play a central role in the future, 
the provision of flexibility will become increasingly important to ensure security of supply. In 
order to determine the level of flexibility to be provided, it is necessary to analyze the volatility 
of RES plants' generation. Using the method developed in this analysis to describe the volatility 
of RES plants, conclusions about the use of hydro power plants can be drawn in the further 
course of the exemplary investigations.The method for the analysis of volatile time series is first 
presented in Section 2.5.1. Subsequently, in Section 2.5.2 quarter-hourly wind time series of 
some German wind farms are compared with the hourly extrapolated time series of these quar-
ter-hourly time series. This analysis can be used to determine the effect of interpolation or ex-
trapolation of volatile time series, which is relevant for further investigations in this study. Fur-
thermore, a comparison of the wind time series of a single wind turbine with an aggregated wind 
generation time series over Germany is carried out. After that, in Section 2.5.3 volatility of PV 
systems is examined. 

2.5.1 Methods for analyzing volatile time series 
In this section a method to analyze and characterize volatile time series is presented. The 
method is illustrated graphically in Figure 26. 

 

Figure 26: Schematic illustration for the determination of power changes of a certain quantity. 

A measure for characterization is the number and size of power changes or local peaks of the 
time series. A power change is defined in the following as the minimum distance of a high point 
to the nearest low points. The counting of peaks of a time series is determined by the first de-
rivative of the time series. This indicates whether there is a rising or falling edge between two 
points, depending on whether the derivative is positive or negative. In order to determine the 
loss of volatility when considering an hourly instead of a quarter-hourly time series, the magni-
tude of the change in power between a high and a low point is also decisive. For this reason, a 
method for measuring the magnitude of power changes has been developed within the frame-
work of the analysis. With the help of the method it is possible to count all high points whose 
difference to the nearest low points corresponds to a fixed minimum size. The power changes 
smaller than the predetermined size are therefore ignored. After localization of the local high 
and low points via the derivative, the difference of these points to each other is determined with 
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an iterative approach. If the difference between two points lies below the defined limit, the neigh-
boring high and low points are deleted and the difference between the previously considered 
high or low point and the next one is calculated retroactively. If this difference is again below 
the defined limit, these high and low points are also deleted for counting. 

Thus a small-step iteration of the previously defined size, which describes the minimum size of 
the power change, allows to calculate the number of all peaks in certain intervals. The number 
of resulting local peaks for different power change sizes is used in the following as a measure 
to describe the volatility. 

2.5.2 Volatility of feed-in from wind turbines 
2.5.2.1 Comparison of the volatility of quarter-hourly and hourly wind time series 
In the following, wind time series of some German wind turbines (c.f. Figure 27) are compared 
with quarter-hourly and hourly resolution. The hourly time series correspond to the linear extrap-
olation of the quarter-hourly time series. Thus, the temporal resolution is reduced by considering 
only one value per hour. The focus is on the resulting loss of volatility when considering an 
hourly instead of a quarter-hourly resolution of a time series. This loss is determined with the 
help of the method presented in Section 2.5.1. 

 

Figure 27: Locations and installed capacities of the German wind turbines under consideration. 

The average number of local peaks of the considered German wind time series per year in quar-
ter-hourly and hourly resolution is shown in Figure 28. It becomes clear that the hourly time 
series with an average of about 2200 peaks per year show only about 30 % of the number of 
peaks of the quarter-hourly time series with about 7500 peaks per year. 
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Figure 28: Average number of peaks per year of selected German wind time series in quarter-hourly and 
hourly resolution. 

 

Figure 29: Average number and size of power changes of selected German wind time series per year in 
quarter-hourly and hourly resolution. 

Figure 29 shows the average number of peaks per year as a function of the magnitude of the 
power changes in quarter-hourly and hourly resolution. The time series as well as the size of the 
power changes are normalized to the nominal power of the respective plant. It is noticeable that 
most of the power changes of the quarter-hourly and hourly time series are in the single-digit 
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percentage range of the nominal power. For the quarter-hourly time series, approx. 75 % of the 
total power changes are smaller than 5 % of the nominal power, for the hourly time series approx. 
60 %. This also means that the majority of the power changes of the quarter-hourly time series 
are below the 5 % mark. Thus, essentially only relatively small peaks are lost when looking at an 
hourly time series compared to a quarter-hourly time series. 

2.5.2.2 Comparison of the volatility of power generation from a wind turbine and from the ag-
gregated wind time series of a country 

After comparing quarter-hourly and hourly time series of individual wind turbines in Germany, 
this section compares the hourly time series of the turbines with an aggregated time series for 
Germany. In this analysis section the method for volatility analysis presented in Section 2.5.1 is 
also used. 

Figure 30 shows the number of peaks per year of the hourly wind turbine time series and an 
hourly aggregated German wind time series. With approx. 800 peaks per year, the aggregated 
German time series shows significantly less power changes than the time series of the individ-
ual wind turbines with approx. 2200 peaks per year. Due to the aggregated consideration, the 
total volatility is reduced due to the missing correlation of the volatility of the individual turbines 
to each other. 

  

Figure 30: Average number of peaks per year of selected German wind time series in hourly resolution 
and an aggregated time series of Germany. 

In the next step, the time series are now also compared based on the size of the peaks. Figure 31 
shows, analogous to Figure 29, the average number and size of power changes of the time series 
of some German wind turbines and the number and size of power changes of wind generation 
in aggregated time series of Germany. Both for the time series of the individual wind turbines 
and for the aggregated Germany time series, about 75 % of the relative size of the power 
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changes are in the single-digit percentage range. This graph also shows the decreasing volatility 
due to the aggregation of wind time series. However, the size distribution of the power changes 
remains similar. 

  

Figure 31: Average number and size of power changes of selected German wind time series per year and 
of an aggregated wind time series of Germany in hourly resolution. 

2.5.3 Volatility of feed-in from photovoltaic plants 
The volatility of the feed-in from PV systems can be analyzed by Figure 32. This shows an his-
torical aggregated generation time series from PV plants in Germany for a period of two weeks. 
It is noticeable that the number of peaks per day is one. The volatility of the PV plants is there-
fore only defined by the maximum generation output and not by the number and size of the 
power changes in the time series as is the case with wind energy plants. 

 

Figure 32: Aggregated generation time series from PV plants in Germany for a period of two weeks.  
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2.6 High voltage direct current transmission 
Now that it has been shown that hydraulic power plants are technically capable of providing 
short-term flexibility and are in use in large numbers in Norway and Sweden, it is necessary to 
investigate to what extent this flexibility can also be provided to other European countries than 
the Nordics. This requires a transfer from the Nordics to continental Europe. These two regions, 
NORDEL and Central Western Europe, are connected via high-voltage direct current (HVDC) 
transmission since they are two asynchronous power systems. In the following, this technology 
is therefore examined in more detail. The focus is on the technological fundamentals, current 
and planned routes, and the mode of operation of these facilities. 

2.6.1 Fundamentals 
Generally, three-phase systems are used for transmission in the high-voltage grid. However, 
there are applications where direct current transmission makes sense from both a technical and 
an economic point of view. This is particularly the case when transporting over distances of 
more than 600 km or when using submarine cables with a length of more than 30 km, as is the 
case between Germany and Sweden, for example. In addition, this technology can be used to 
connect offshore wind farms or to couple two interconnected systems that are not synchronized 
with each other. (Konstantin 2017; Schwab 2017) 

  

Figure 33: Schematic structure of an HVDC link between two AC networks, according to (Amprion GmbH 
2019). 

As shown in Figure 33, an HVDC system consists of three main components: The two converter 
stations at the connection points to the three-phase grid and the DC interconnector between the 
two converter stations. Within the first converter station, a rectifier converts the alternating cur-
rent and alternating voltage into direct current and direct voltage. Similarly, in the second con-
verter station, the reverse transformation is done with the help of an inverter. (Amprion GmbH 
2019; TenneT TSO GmbH 2019a) 

The connection between the two converters can be either symmetrical (bipolar) or asymmetrical 
(monopolar). In the case of a bipolar connection, two separate lines or cables between the two 
converter stations with different voltages with respect to the ground potential exist. If there is a 
failure of one of the two conductors, the HVDC link can continue to operate as a monopolar link 
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with half the transmission capacity, since in this case the earth is used as the return conductor. 
(Konstantin 2017; Schwab 2017) 

An HVDC link, as shown in Figure 33, is also referred to as a point-to-point link. In addition to the 
so-called point-to-point connections, a distinction is made between back-to-back connections 
and multi-terminal HVDC connections. Back-to-back connections basically have the same struc-
ture as point-to-point connections. The only difference is, that the distance between the con-
verter stations of back-to-back connection is very small, i.e. the converters are located at the 
same place. In contrast to these two connection types, more than two converter stations are 
connected to each other when a multi-terminal connection is used. (Konstantin 2017; Crastan 
and Westermann 2018) 

The main advantage of HVDC over three-phase transmission is that it is possible to use cables 
even for long transmission distances, as is necessary for transmission across water areas. Due 
to the high capacitive charging power occurring in cables in AC transmission, they can only be 
used in high voltage for short transmission distances without additional compensation facili-
ties. In addition, with HVDC transmission no reactive power is required for the transmission of 
electrical energy. However, in HVDC schemes with line-commutated converters, reactive power 
is required for commutation at the converter stations. Due to the pure active power transmission 
and the associated lack of reactive power components, only ohmic losses occur in this form of 
transmission. In addition, interconnected systems can be coupled in this way without the need 
for synchronization of the two systems. HVDC interconnections allow power flow control by 
means of power electronics and can thus have a positive effect on the performance and flexibil-
ity of the AC-grid. (Konstantin 2017; Crastan and Westermann 2018; ABB AG Energietechnik-
Systeme) 

However, in addition to the HVDC transmission line, converter stations, which represent the con-
necting element between the HVDC route and the three-phase systems at the ends of the HVDC 
line, are required. These operating resources are associated with corresponding additional 
costs. Furthermore, the protective devices, such as circuit breakers, for high-voltage direct cur-
rent technology are more complex to develop and therefore more cost-intensive. Short-term 
overloading of the operating equipment is possible only to a very small extent with HVDC tech-
nology. (TenneT TSO GmbH 2019a; Jovcic and Ahmed 2015) 

Within HVDC technology, a distinction is made between two different variants based on the 
power electronic converters used and their mode of operation. On the one hand, the line-com-
mutated converter technology with externally or grid-operated converters and, on the other hand, 
the voltage-source converter technology with self-operated converters. These different technol-
ogies are described in the following Sections 2.3.1.1 and 2.3.1.2. 

2.3.1.1 Line-Commutated converter 
In line-commutated converter technology (LCC), thyristors form the core element of rectification. 
These are semiconductor components that can conduct current in only one direction. When 
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switched on, they behave similarly to a diode, which is why thyristors are also called controllable 
diodes. However, the thyristors can only be switched off when the AC current is at zero crossing. 
Thus, LCC HVDC systems can be turned on at any point in time but cannot be turned off. (Crastan 
and Westermann 2018; Jovcic and Ahmed 2015) 

 

Figure 34: Structure of the LCC converters, according to (Moser 2015). 

To rectify both the positive and negative portions of the three-phase system, at least one six-
pulse bridge circuit is required in each converter, as shown in Figure 34. In practice, twelve-pulse 
bridges are commonly used. These can be implemented by connecting two six-pulse bridges in 
series with a phase shift of 30°. (Crastan and Westermann 2018; Jovcic and Ahmed 2015) 

Each of the six thyristor valves of an inverter shown in Figure 34 consists of hundreds of indi-
vidual thyristors connected in series. Basically, only one of the thyristor valves is conducting at 
any time. An exception is the commutation process, i.e. the period in which the current flow 
changes phase. By means of an appropriate control, sections of the same polarity from the dif-
ferent phases of the AC voltage are cyclically connected to the DC link so that a voltage with the 
lowest possible ripple is present there. (Crastan and Westermann 2018) 

The operation of line-commutated converters is only possible with an AC current lagging the 
voltage of the feeding AC network, so that the current reaches zero crossing and the thyristor 
switches off before the next thyristor starts to conduct. Reversing the DC voltage within the 
converter is necessary to change the direction of the power flow across an HVDC transmission 
line. (Crastan and Westermann 2018) 

In addition to the thyristor valves, other components such as filters for eliminating various har-
monics or such as power factor correction systems for providing the required reactive power 
are used in practice to prevent negative repercussions of the system on the three-phase grid. 
Their additional space requirements must be taken into account when dimensioning the con-
verter stations. (Crastan and Westermann 2018; Jovcic and Ahmed 2015) 

        

Converter 1 DC-line Converter 2
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Table 7: Technical information on LCC HVDC technology, according to (Crastan and Westermann 2018) 

Parameter Data 

Max. voltage level +/- 800 kV (+/- 1100 kV in development) 

Space requirement converter station 25 m2/MW 

Reactive power demand [% Pconverter] 50 % to 60 % 

Minimum operating power [% Pnominal] 10% 

Grid connection condition Sk > 2 x PN 

Power flow inversion Reversal of DC voltage 

 

Table 7 above contains the most important technical information of LCC HVDC technology. 
Thus, LCC HVDCs can be operated with voltages up to +/- 800 kV and, at the same time, can be 
continuously controlled with respect to the active power flow from 10 % load. At the same time, 
this technology requires approx. 25 m2/MW of installed power, among other things due to the 
capacitor banks for reactive power compensation. However, grid connection requirements exist 
for these systems. For example, the short-circuit power needed to exceed the rated power of the 
inverters by a factor of two to three. (Crastan and Westermann 2018) 

2.3.1.2 Voltage source converter 
In contrast to line-commutated converters, the converters used in so-called voltage source con-
verter (VSC) technology are capable of being switched on as well as off at any time. For this 
purpose, Insulated Gate Bipolar Transistors (IGBTs), developed in the 1990s, are used instead 
of thyristors. Because of their operation independent of the grid, these converters are also re-
ferred to as self-controlled converters. (Jovcic and Ahmed 2015) 

The DC voltage is adjustable to any value by the use of high-frequency pulse width modulation, 
in the range above 1 kHz. In addition, VSCs require little to no filtering equipment to remove 
harmonics or power factor correction equipment. This significantly reduces the size of VSC sta-
tions compared to LCC stations for the same power. (Crastan and Westermann 2018; Jovcic 
and Ahmed 2015) 

 



51 
 

Table 8: Technical information on VSC HVDC technology, according to (Crastan and Westermann 2018; 
Jovcic and Ahmed 2015; ABB) 

Parameter Data 

Max. voltage level about. +/- 640 kV 
Space requirement converter station 10 m2/MW 

Reactive power demand [% Pconverter] 0% 

Minimum operating power [% Pnominal] 0 % 

Grid connection condition No particular requirements 

Power flow inversion Reversal of the direct current direction 

 

Compared to line-commutated converters, self-commutated converters have several ad-
vantages. As shown in Table 8, VSCs do not require reactive power for operation and can also 
control active and reactive power independently. Thus, the converter stations can contribute to 
voltage stability in the connected three-phase AC-system. In addition, when using VSC technol-
ogy, the power flow direction can be modified without adjusting the dc voltage direction, by re-
versing the dc direction. (Jovcic and Ahmed 2015) 

However, VSCs are costlier to install and have higher losses than the LCCs. In addition, the IGBTs 
have a lower overcurrent capability compared to the thyristors of the LCCs. In addition, LCC 
technology makes it possible to realize much higher transmission powers per converter station. 
Thus, transmission capacities of up to 10 GW per station and circuit are expected for this tech-
nology in the future, while VSC HVDC will be limited to a few gigawatts per station according to 
the current status. (Crastan and Westermann 2018; Jovcic and Ahmed 2015) 

2.6.2 HVDC transmission lines in Europe 
After the basics of HVDC have been presented in the previous section, this section discusses 
the HVDC transmission lines that are currently in operation or under construction between Con-
tinental Europe, Great Britain and the Nordics. 

At the present time, as shown in Figure 35, eight HVDC transmission lines between Central Eu-
rope and the Nordics are in operation. These are the so-called Storebaelt link between West 
Denmark (DKW), which is synchronous with Continental Europe, and East Denmark (DKE), which 
is synchronous with the Nordics, the NorNed link between the Netherlands and Norway, the 
Skagerrak link between DKW and Norway, the Konti-Skan link between DKW and Sweden, the 
KontTek link between Germany and DKE, the Baltic Cable as a link between Germany and Swe-
den, the NordLink between Germany and Norway and the North Sea Link between Norway and 
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United Kingdom. These links provide a total transmission capacity of over 7,4 GW. (ABB; ABB; 
ABB; Statkraft Markets GmbH 2010; TenneT TSO GmbH 2019b) 

 

 

Figure 35: Overview of existing and planned HVDCs in Northern Europe4. 

In addition, the link between Germany and Sweden called Hansa Powerbridge I is currently under 
construction. This is scheduled for operation in 2026 with 700 MW of transmission capacity. 
(50 Hertz Transmission GmbH; Bundesnetzagentur für Elektrizität, Gas, Telekommunikation, 
Post und Eisenbahnen 2019; Stattnet SF 2019)  

                                                      
4 (ABB, n.d.; ABB, n.d.; ABB, n.d.; 50 Hertz Transmission GmbH, n.d.; Bundesnetzagentur für Elektrizität, 
Gas, Telekommunikation, Post und Eisenbahnen, n.d.; Statkraft Markets GmbH 2010; Stattnet SF 2019; 
TenneT TSO GmbH, n.d.). 
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Overall, transmission capacities between Central Europe and the Nordics will almost double 
within the next few years. 

2.6.3 Operation of HVDC transmission lines 
In the following, the operating mode of HVDC transmission lines is analyzed. First, the techni-
cally possible mode of operation is considered, followed by the mode of operation required by 
the transmission system operator and the market. Finally, their actual use is analyzed on the 
basis of two selected transmission line paths. 

2.6.3.1 Technically possible mode of operation 
Due to the power electronic components used, HVDC systems are basically capable of switching 
to another operating point in a relatively short time. Thus, start-ups are possible within fractions 
of a second. However, this responsiveness may be limited due to restrictions imposed by the 
three-phase system, in which case the start-up process may take several minutes. These re-
strictions may exist because an exporting HVDC link with several hundred megawatts of power 
acts like an additional load in the exporting three-phase system. Accordingly, an increase in 
transmission power can lead to a generation deficit in the exporting system and is thus compa-
rable to a power plant outage and the corresponding impact on frequency in the AC grid. In 
addition, a change in transmitted power in this power range has an impact on the power flows 
that occur in the AC grid. These interactions must be taken into account when planning the 
operation of the HVDC link. Shutdown of an HVDC system is possible in a similarly short time. 
Thus, current and voltage can be controlled to zero within 300 ms. The duration of the change 
in power flow direction within the HVDC link depends on the technology used. While a change 
of the flow direction is possible within 50 to 100 ms with VSC, this process takes five to ten 
times as long, i.e., about 500 ms, for LCC. (Jovcic and Ahmed 2015; Kundur 1994) 

Thus, HVDC connections are at least theoretically capable of transferring the flexibility of Nordic 
storage power plants to Central Europe through flexible operation, regardless of the technology 
involved and are capable of providing positive or negative Frequency Containment Reserve. 

2.6.3.2 Operating mode required by law and the market 
In addition to the technical characteristics of the converter stations and the lines, legal require-
ments and the energy market influence the operation of an HVDC system. In the case of the 
legal requirements, the grid connection requirements are a particular influencing factor. 

Within the framework of a European Commission regulation, grid connection conditions for 
HVDC systems have been laid down that apply to the entire European Economic Area. As far as 
the controllability of the active power flow is concerned, the HVDC systems must adjust their 
operation on the instructions of the responsible transmission system operator (TSO). In princi-
ple, the operator can specify the step size in which the adjustment of active power must take 
place and the minimum operating power that the system must provide if it is in operation. The 
reversal of the transmission of the maximum active power from one direction to the opposite 
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direction with maximum transmission power must take place as quickly as possible - in compli-
ance with the technical operating limits of the equipment - and may take a maximum of two 
seconds. If the system requires longer for this process, this shall be justified by the system 
operator to the responsible TSO. (European Commission 2016) 

Besides the already presented requirements for the operation of HVDC systems, the same reg-
ulation describes further criteria for the operation of HVDC and authority of the TSO towards the 
system operator regarding reactive power control, short-circuit contribution in case of a fault 
and other aspects, which are not further considered here. (European Commission 2016) 

On the market side, the operation of the HVDC link is influenced by the Net Transfer Capacities 
(NTC) allocated to the energy market. These available transfer capacities are determined as the 
difference between the total transfer capacity (TTC) and a safety margin, the so-called transmis-
sion reliability margin (TRM) for each connection on an hourly basis. The TTCs are dimensioned 
in such a way that full utilization of this transmission capacity does not lead to any limit viola-
tions in either of the two bidding zones. The safety margin is kept within the continental Euro-
pean interconnected system, the UCTE area, among other things for the transmission of reserve 
capacity. For the HVDC links between the UCTE area and NORDEL region, this margin does not 
apply. Thus, the TTCs generally correspond to the traded NTCs. An adjustment of the transmis-
sion capacities may occur, for example, as a result of a high wind energy feed-in in Germany. In 
this case, for example, the transmission capacity for the connection between Germany and Swe-
den, the Baltic Cable, is limited. To limit the repercussions of a change in transmission capacity 
on the power flows in the connected AC networks, maximum power changes per hour are de-
fined for the HVDC links between the Nordics and Continental Europe. (Nord Pool AS 2018, 
2019d) 

Compared to the technically possible operating limits presented in Section 2.6.3.1, it is noticea-
ble that the maximum duration of active power flow reversal specified by the legislator is signif-
icantly longer than the technically possible duration. Thus, the regulatory requirements do not 
restrict the operation of HVDC systems regarding the flexibility of their operation. 

2.6.3.3 Actual operation in practice 
In the following, the actual operation of currently existing HVDC transmission lines is examined 
in more detail using two exemplary transmission lines. These are the NordNed and Baltic Cable 
connections already mentioned in Section 2.6.2. While the NorNed HVDC links Norway with the 
Netherlands and has a transmission capacity of 700 MW, the Baltic Cable link provides 600 MW 
of transmission capacity between Germany and Sweden (Statkraft Markets GmbH 2010; TenneT 
TSO GmbH 2019b). Since no detailed operational data is available on the operation of these 
HVDC transmission lines, the mode of operation is inferred from the hourly exchange between 
the two bidding zones that the HVDC connects. However, such derivation is only possible if the 
link under consideration is the only link between the two bidding zones. These requirements are 
met by the two connections mentioned above, which is why the exchange services between 
these four countries and their hourly variation correspond to the operation of the two HVDC 
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transmission lines. As an example, the hourly exchange services in January 2019 are considered 
in the following. 

Figure 36 shows the hourly exchanges between Sweden and Germany in January 2019 via the 
Baltic Cable. It is noticeable that especially in the second half of January the operation of the 
HVDC link varies significantly and even several power flow reversals occur within one day. This 
happened, for example, on January 24. On that day, the power flow direction was changed a total 
of eight times, maintaining the new direction three times for only one hour before changing it 
again. (Nord Pool AS 2019c) 

 

Figure 36: Hourly exchange capacity between Sweden and Germany in January 2019, according to (Nord 
Pool AS 2019c). 

Considering the hourly exchange capacities between Norway and the Netherlands (c.f Fig-
ure 37), it is noticeable that especially towards the middle of the month, the power transmitted 
via the HVDC link varies significantly more frequently than at the end of the month. In contrast 
to the Baltic Cable connection, hours with high utilization are more frequently followed by hours 
with high utilization in the reverse power flow direction. (Nord Pool AS 2019b) 

Thus, it becomes clear that both HVDC links under consideration temporarily use parts of their 
flexibility potential in current operation and thus the exchange capacities can vary significantly 
in the hourly observation. 
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Figure 37: Hourly exchange capacity between Norway and the Netherlands in January 2019, according 
to (Nord Pool AS 2019b). 

In conclusion, it can be stated that HVDC transmission is technically capable of transferring 
flexibility in terms of Frequency Containment Reserve provided at short notice by hydraulic stor-
age power plants in the Nordics to the continental European power system. However, the oper-
ation of HVDCs is also dependent on the performance of the three-phase networks and the cor-
responding NTCs, so that currently the technical potential of HVDCs in terms of flexible opera-
tion is not fully exploited. Flexibility can also be provided on the market side via HVDC lines. A 
detailed evaluation of flexibility provision depending on power plant deployment in the European 
context for future scenarios is given in Chapter 4. 
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3 Methodology 
In this chapter, the toolchain used for simulating the deployment of highly complex hydro-
power networks and investigation of the flexibility needs in grid operation is presented. First, 
an overview of the process is given in Section 3.1. Then, in Section 3.2 and Section 3.3, a de-
tailed description of the two-step market-based model is given. Section 3.4 describes the dy-
namic models used for time domain simulations of grid operation after a grid fault occurred to 
investigate the flexibility needs and frequency stability in a future Nordic power system. 

3.1 Overview of the methodology 
The toolchain is shown in Figure 38 and can be divided in three main steps: market, grid opera-
tion and stability investigation methods.  

 

Figure 38: Toolchain used for investigations in this work. 

The method for the market simulation of hydropower plant operations is divided into two steps 
(c.f. Figure 39). The first step is a fundamental European market simulation existing at the Insti-
tute for High Voltage Equipment and Grids, Digitalization and Energy Economics (IAEW) (Drees 
2015). The aim of the market simulation is to simulate the wholesale market in order to deter-
mine the power plant operation. Therefore, the objective function of the optimization problem of 
the market simulation is the minimization of the overall electricity generation costs. The market 
simulation covers the day-ahead and intraday market. The input data includes, inter alia, the 
power plant parks, transmission capacities, bidding zones, time series of RES units, load time 
series and fuel prices. The results provide, among other things, power plant schedules, ex-
changes, costs of electricity generation, and bidding zone prices. 

Due to its high degree of interconnection by waterways in some bidding zones, hydropower plant 
parks are accompanied by a high complexity, which enormously increases the computation time 
of market simulations. Therefore, hydropower plants are aggregated in bidding zones with 
strongly interconnected hydropower plant parks in the market simulation. Furthermore, the mar-
ket simulation is carried out in hourly temporal resolution to reduce the computing time. The 
aggregated hydraulic systems are assumed to have maximum flexibility. This estimation to-
wards the more flexible side ensures that the overall result does not underestimate the flexibility 
required. However, the assumed flexibility must be taken into account in the second step of the 
method. 
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The resulting aggregated hydropower plant schedules are then used as input data for the hy-
draulic unit commitment model, the second step of the method. The hydropower plant park is 
disaggregated and simulated in detail in this process step. The objective of this algorithm is the 
optimal operation of the plants with regard to their technical restrictions and the aggregated 
scheduling from the first process step, the market simulation. These include the consideration 
of the minimum operating time (MOT) and minimum downtime (MDT) to comply with opera-
tional restrictions and the power/flow ratio to minimize water consumption. The final result is 
the detailed hydraulic unit commitment with a quarter-hourly temporal resolution. 

 

Figure 39: Overview of the method for simulating future power systems. 

The second and third step from Figure 38 refer to the point of the physical fulfilment of the re-
sults of the market simulation and are performed by the method presented in Figure 40. The 
quarter-hourly temporal resolution of the infeed by hydropower plants from the unit commitment 
model is used to investigate the grid operation by calculating the corresponding power flows on 
the power lines. Because of the high degree of detail of the dynamic models of the electrical 
components and the resulting computing times for time domain simulations of large power sys-
tems it is not practicable to simulate periods of more than a few seconds or minutes. Therefore, 
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it is necessary to identify critical situations in grid operation first which can be further investi-
gated in case a fault occurs. This is necessary to cause a maximum amount of stress to the 
power system to get close to a worst case situation and to investigate power system stability 
to derive er flexibility needs in the future if needed. Since the aim of this work is the investigation 
of possible flexibility needs in terms of active power power provision a frequency stability anal-
ysis is carried out. 

The model input parameters consist of the grid model, loads and feeders to define the power 
system as a result of the market simulations and the hydro commitment model. Another param-
eter is the disturbance which is applied to the power system within the time domain simulation 
to trigger netting effects. Next, a steady-state initialization is performed by a power flow calcu-
lation. These results are used for the initialisation of the dynamic components as starting solu-
tion of the time domain simulation. The output for each power plant site are time series of the 
frequency for the corresponding bus in the power system. By the time series values as the eval-
uation rate of frequency deviation and the rate of change of frequency can be analyzed to derive 
possible flexibility needs.  

 

Figure 40: Overview of the method for investigation of frequency stability. 

  

Out put dat a

Tim e series

of

f requency

for each

sit e

Dynam ic 

sim ulat ion

Init ializat ion

of dynam ic

com ponent s

Sim ulat ion in 

t im e dom ain

St eady- st at e

init ializat ion

Init ializat ion

of st at ic

com ponent s

Pow er f low

calculat ion

Input  dat a

Grid m odel

Loads and

feeders

Dist urbance



60 
 

3.2 Market simulation 
The market simulation aims to simulate electricity generation in Europe for future scenarios. 
The maximization of the contribution margin of each market participant at day-ahead and intra-
day markets is transferred to an optimization problem minimizing the generation costs in the 
whole generation system. The simulation differentiates between three different types of gener-
ators. These include thermal power plants, RES and separately hydropower plants. Furthermore, 
the demand for electricity can partly be regulated by using demand-side management. The 
scope of the market simulation is divided into several bidding zones. These are characterized 
by an individual producer and consumer structure. The bidding zones are usually connected to 
other bidding zones via interconnectors, so that an exchange between the bidding zones is pos-
sible to a certain capacity. Within optimization, the technical restrictions of the different types 
of generation and storage facilities, the coverage of the load, the provision of primary control 
reserve and the available transmission capacitites are integrated using auxiliary conditions. 
(Drees 2015) 

 

Figure 41: Overview of the market simulation method. 
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Due to the complexity of the optimization problem set up within the scope of the market simu-
lation, it is divided into three stages. First, a simplified, linear optimization model is used to cal-
culate a starting solution for the exchanges between the bidding zones and the generation mar-
ginal costs. For this purpose, the heat consumption curves of the thermal generation units are 
linearized with the aid of a heat consumption coefficient, and switch-on decisions and minimum 
shutdown and minimum operating times are neglected. Then, in the next stept, the switch-on 
decisions of the thermal power plants are determined taking the calculated exchange capacities 
and marginal costs into account. The determined initial solution serves as input data set for the 
subsequent process step. (Drees 2015) 

The core of the method used is a Lagrangian decomposition and relaxation. This approach al-
lows a decomposition in the time domain as well as in the system domain. The subsequent 
iterative solution of the resulting subproblems is coordinated with the help of Lagrange coordi-
nators so that an overall optimal solution can be determined. Specialized methods and dynamic 
programming are used to solve the subproblems of the operation of thermal generation units, 
storage units and DSM processes. The determined optimal switch-on and operation decisions 
for generation units and storage facilities are transferred to the subsequent process step, in 
which the switch-on decisions are adopted and improved again with linear optimization. Fur-
thermore, a determination of the operating points as well as the redetermination of the cross-
border exchange takes place in this step. (Drees 2015) 

The market prices calculated within the simulation are fundamentally based on the marginal 
costs of individual power plants plus start-up costs. Accordingly, the prices serve only as a 
measure for the calculation of the power plant dispatch schedule, which is the focus of the sim-
ulation. 

As a result of the power plant dispatch optimization carried out, the hourly resolved schedules 
of the block-specific generation units and storage facilities, the trading balances of the bidding 
zones considered and the generation costs are obtained. (Drees 2015) 

Since hydraulic generation plants are the focus of the study, the model of hydropower plants is 
discussed below more in detail. The following hydraulic characteristics are taken into account 
by the optimization by means of constraints: 

 • Reservoir filling levels of the storage reservoirs 

• Inflows and outflows 

• Head of water 

• Flow rate of the turbine 

• Turbine efficiency 

• Hydraulic connections to other hydropower units 
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Hydropower plants are often interconnected due to geographical conditions. The model for hy-
draulic systems consists of storage basins and waterways. Waterways are interconnections 
from and/or to storage basins and can be natural inflows or outflows, overflows, turbines or 
pumps. Waterways are, therefore, degrees of freedom for the optimization such as turbines or 
pumps or given by time series. The large number of basins and waterways in the power system 
results in a large number of constraints and dependencies. Since the complexity increases sig-
nificantly due to these linked constraints, simplifications must be made to reduce the runtime 
of the simulation. The storage basins are assumed to be flat so that the head is independent of 
the level of the basin and the efficiencies are assumed to be constant despite their non-linear 
dependence on the head and the flow at each operating point. (Drees 2015)  
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3.3 Hydraulic unit commitment model 
The hydraulic unit commitment model is used for the detailed calculation of the schedules of 
complex interconnected hydraulic systems, which were previously considered aggregated in 
the wholesale market simulation. The model is divided into the three parts data preparation, 
parameterization of the hydropower plants and rule-based algorithm. The rule-based algorithm 
represents the main part of the model. 

3.3.1 Data preparation 
In the market simulation, the first step of the process, the calculation was performed with an 
hourly resolution in order to reduce the complexity and the computing time. In this first step of 
the hydraulic unit commitment model, the data preparation, the resulting time series with an 
hourly temporal resolution of the market simulation are interpolated to a quarter-hourly resolu-
tion, since this corresponds to the temporal resolution of the intraday market and, thus, in-
creases the significance of the results.The impact of the time resolution is already described in 
section 2.5, in which volatile RES time series with different time resultion are analyzed. Further-
more, in this part the detailed hydro power plant characteristics of the bidding zones previously 
considered in aggregated form are loaded and processed. In particular, the turbine-specific 
power-flow characteristic curve required for the model is determined. 

3.3.1.1 Temporal interpolation of volatile time-series 
By interpolating feed-in time series to increase their temporal resolution, the volatility of time 
series from intermittent feed-in units needs to be taken into account. A linear interpolation 
causes the time series to lose its original volatility, as stated above. Other common interpolation 
methods, such as spline interpolation, which is intended to achieve a rounded transition be-
tween neighboring data points (McKinley), are also unsuitable for interpolating volatile time se-
ries (Fickel 1996). For this reason, a method for the interpolation of volatile time series has been 
developed within the framework of the model, in order to produce a representative image of 
hourly resolved wind time series with a quarter-hourly resolution. The method is based on (Fickel 
1996). 

Using this interpolation method, a stochastic roughness is added between the hourly points. 
The degree of vertical compression is determined by a freely selectable vertical factor. This can 
either be the same for each time step or, for example, a random factor can be applied. The value 
range of the vertical factor is between [-1; 1]. Within this study, the vertical factor is defined by 
using the results of the volatility analysis regarding the comparison of wind power plant time 
series with different temporal resolutions (c.f. section 4.3). 

The described interpolation is applied to the aggregated generation time series from wind en-
ergy of the respective bidding zones considered, because these varies most by the view of the 
feed-in time series with hourly and quarter-hourly time resolution (c.f. section 2.5). The vertical 
factor for interpolation is chosen so that the total energy produced in the hourly time series over 
one year is equal to the new quarter-hourly time series. To ensure that the energy balance in 
each time step remains unchanged from the hourly market simulation result, it is assumed that 
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the added volatility of the wind time series is compensated by flexibility-providing technologies. 
For this purpose and to ensure balance between load and demand, the difference between the 
linearly interpolated wind time series and the volatile interpolated wind time series is added to 
the linearly interpolated time series of the flexibility-providing technologies. In the Nordics these 
technologies are mainly hydropower plants. In order to not underestimate the flexibility provi-
sion of hydropower there, this difference is added completely to the aggregated hydropower 
feed-in time series. 

 

 

Figure 42: Example of a volatile interpolation of a time series with exemplary vertical factor. 

3.3.1.2 Interpolation of turbine-specific power-flow characteristic curve 
In the rule-based model developed as part of the research work, turbine-specific power-flow 
characteristic curves are used. As mentioned in Section 2.3.2, the turbine specific characteris-
tics are not available for most of the turbines considered in this simulation. Therefore, these 
characteristics need to be calculated within the framework of this study. In order to take the 
non-linear relationship between the flow rate and the efficiency and thus the generation power 
into account, the turbine-specific power-flow characteristic curve is approximated by a piece-
wise linear function. This has four grid points, referred to below as 𝑃𝑚𝑖𝑛𝑇 , 𝑃𝑙𝑖𝑚𝑖𝑡  𝑇 , 𝑃𝑙𝑖𝑚𝑖𝑡  𝑇  and 
𝑃𝑚𝑎𝑥
𝑇 .These parameters have been determined on the basis of four exemplary efficiency curves 

using the parameters age and size of the turbine. The interpolation method used for this purpose 
is described in more detail below. 

For each of the three turbine types, Kaplan, Francis, Pelton turbine, four exemplary efficiency 
curves are available, which differ with respect to the age and size of the turbine. An overview of 
the age and the corresponding installed power belonging to the respective characteristic curve 
is given in Table 9. 
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Table 9: Overview of the technical data of the exemplary efficiency curves 

Labeling Age of the turbine Size of the turbine 

Characteristic curve Q1 0 a 0 MW 

Characteristic curve Q2 119 a 0 MW 

Characteristic curve Q3 0 a 800 MW 

Characteristic curve Q4 119 a 800 MW 
 

Based on the four turbines with the characteristic data, the efficiency curve can be estimated 
depending on the age and electrical power. These four characteristics for each turbine type are 
used to define a solution space for each grid point of a turbine in which the turbine-specific grid 
point is located. Each corner of the solution space, i.e. the power of the turbine in the grid point 
when using the exemplary efficiency characteristic, can be calculated under the assumption 
that the turbine under consideration matches one of the four reference characteristics in the 
criteria age and size. Figure 43 shows an example of such a solution space. 

  

Figure 43: Schematic representation of the solution space. 
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For the calculation of the turbine specific grid point power, T1, the inverse distance weighting 
method is used. The reason for this is that a smaller distance between the actual turbine char-
acteristics and one of the grid reference points, as in Figure 43 between T1 and Q1, corresponds 
to a higher comparability of the efficiency curves. Thus, smaller distances should be weighted 
more heavily than larger distances. In general, for inverse distance weighting according to Shep-
ard, the relationship from the formula below holds for nonzero distances. (Shepard) 

 (𝑝) =
∑ (𝑑𝑖)

−𝑢 ∙ 𝑧𝑖
𝑁
𝑖= 

∑ (𝑑𝑖)
−𝑢𝑁

𝑖= 

 (3.1) 

In the scope of this modeling, the exponent 𝑢 = 1 is chosen. In this context, the variable 𝑧𝑖 cor-
responds to the grid point power of reference point  . Due to the four available reference char-
acteristics for each turbine type, 𝑁 = 4. The variable  (𝑝) corresponds to the turbine-specific 
power resulting from the inverse distance weighting of the reference points. 

From the solution space shown in Figure 43, the following correlations for the distances and the 
corresponding weighting result. With the help of the correlations in (3.2) and (3.3) it is possible 
to calculate the total distance 𝑑  𝑇𝑜𝑡𝑎𝑙 according to (3.4). 

𝑑  
 𝑖 𝑒 = (𝑃𝑇 − 𝑃  ) (3.2) 

𝑑  
 𝑔𝑒

= (𝐴𝑇 − 𝐴  ) (3.3) 

𝑑  
𝑇𝑜𝑡𝑎𝑙 = √(𝑑  

 𝑖 𝑒)
 
+ (𝑑  

 𝑔𝑒
)
 
 (3.4) 

While the variables 𝑃   and 𝐴  are the power and age of the turbine belonging to reference point Q1, 𝑃𝑇  
and 𝐴𝑇  correspond to the power and age of the turbine under consideration T1. Analogous to the total 
distance 𝑑  𝑇𝑜𝑡𝑎𝑙 , the total distances to the reference points Q2 to Q4 can also be calculated. 

Using the previous formulas, the general formula for inverse distance weighting from (3.1) can 
be applied to the calculation of the power of the first grid point of turbine T1. This results in the 
relation (3.5) for the minimum power of the turbine. 

𝑃𝑚𝑖𝑛
𝑇 =

1

∑
1

𝑑 𝑖
𝑇𝑜𝑡𝑎𝑙

4
𝑖= 

⋅ (
𝑃𝑚𝑖𝑛 𝑖
  

𝑑  
𝑇𝑜𝑡𝑎𝑙 +

𝑃𝑚𝑖𝑛 𝑖
  

𝑑  
𝑇𝑜𝑡𝑎𝑙 +

𝑃𝑚𝑖𝑛 𝑖
 3

𝑑 3
𝑇𝑜𝑡𝑎𝑙 +

𝑃𝑚𝑖𝑛 𝑖
 4

𝑑 4
𝑇𝑜𝑡𝑎𝑙) (3.5) 

The other three turbine-specific grid point powers 𝑃𝑙𝑖𝑚𝑖𝑡  𝑇 , 𝑃𝑙𝑖𝑚𝑖𝑡  𝑇  and 𝑃𝑚𝑎𝑥𝑇  can be determined 
analogously using the respective reference grid point powers also via formula (3.5). 

3.3.2 Parameterization of the hydropower plants 
In the section parameterization of the plants, a dynamically adjustable flexibilization and change 
of the minimum operating time and minimum downtime of the plants is possible in order to be 
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able to analize different flexibilization scenarios. When flexibilizing plants, it is possible to 
choose between different flexibilization rates and flexibilization criteria. The flexibilization rate 
indicates the percentage of the nominal power of the flexibilized plants in relation to the total 
nominal power of the generation. The flexibilization criterion specifies according to which char-
acteristic the plants are to be flexibilized up to a certain flexibilization rate. The selectable flexi-
bilization criteria include: 

 The power-to-flow ratio (descending and ascending) 
 The nominal power (descending and ascending) 
 The age 
 The number of violations of the minimum operating time and minimum downtime based 

on previous calculations (violation criterion) 

3.3.3 Rule-based algorithm 
The aim of the rule-based algorithm is to simulate a detailed hydraulic unit commitment while 
ensuring efficient use of the available water and taking technical restrictions into account. Fig-
ure 44 shows the flow chart of the rule-based algorithm. 

In the rule-based algorithm, the power plant feed-ins are calculated for each time step in an 
iterative process until the load is covered. First of all, the hydropower plants whose minimum 
operating time has not yet been reached are selected. A pre-selection of flexible and inflexible 
turbines based on a short-term forecast to detect load fluctuations follows. The forecast is used 
to determine the demand for flexibility and the related share of flexible plants. This guarantees 
that the number of operational violations is minimized. Then, the most efficient plants with the 
highest power/flow ratio at the optimum operating point are selected to ensure efficient use of 
the available water. The plants whose minimum downtime has not yet been reached in the time 
step under consideration are not taken into account in the selection. The algorithm ends with 
the load coverage in each time step. 

  

Figure 44: Flow chart of the rule-based algorithm. 
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The decision on the share of flexible and inflexible plants in use is explained more in detail in 
Figure 45. An ideal use of the flexible and inflexible plants is guaranteed if the advantage of the 
flexible plants, which are capable of a high number of start/stop cycles without operational vio-
lations, is used optimally. To achieve this ideal use, flexible plants should cover the peak load. 
The inflexible plants can, then, mainly cover the base load, which leads to a minimization of the 
operational violations of the inflexible plants. 

  

Figure 45: Schematic illustration of the rule-based algorithm in the unit commitment model. 

In Figure 45, t0 describes the considered time for which the power plant schedule must be cal-
culated. The time span t1-t0 specifies the forecast duration. The forecast duration corresponds 
to the maximum MOT or MDT of the inflexible plants, because this is the maximum needed fore-
seeable time span to avoid operational violations of the inflexible plants. The difference between 
the maximum and minimum describes the capacity that must be covered by flexible plants. 

If the capacity of the flexible plants is not sufficient to cover the peak load, as shown in case 1 
in Figure 45, the inflexible plants are also used to cover the peak load. In the case of a strong 
load change after time t1, operational violations can occur, if the capacity of the flexible plants 
and the inflexible plants, which cover the base load, is not sufficient to handle the abrupt load 
change. If the difference between the maximum and minimum over the period under considera-
tion is less than the available capacity from the flexible plants, as shown in case 2 of the figure, 
the peak load is completely covered by the flexible plants. In order to cover the base load, the 
most efficient plants of the flexible plants not yet in use and inflexible plants are used. After 
calculating the required power from flexible and inflexible plants, these are selected according 
to the highest power/flow ratio until the load is covered. 
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3.4 Dynamic models of electrical equipment 
Since this work investigates the provision of flexibility in terms of active power provision the 
corresponding investigation on power system stability is a frequency stability analysis (cf. sec-
tion 3.1). Figure 46 illustrates the time behaviour of different compensation processes, which 
are divided into electro-magnetic, electro-mechanical and thermo-dynamic processes. Hence, 
the focus is on the area of electromechanical compensation processes. The time range relevant 
for the observation thus extends from milliseconds to a few seconds to simulate the fast provi-
sion of flexibility. Consequently, the dynamic modelling and simulation of the network elements 
inverter, generator and turbine, as well as the corresponding controller models and the con-
nected dynamic consumers are of particular importance. Therefore, the dynamic models for the 
relevant parameters of a power system are explained in the following sections. 

 

Figure 46: Time ranges of the dynamics in power systems (IEEE/CIGRE Joint Task Force on Stability 
Terms and Definitions 2004). 

3.4.1 Basics of power plant modelling 
First, the conventional generation units in the grid are analysed, which include thermal (nuclear, 
coal, gas and biomass) and hydropower plants. Usually a power plant is composed of several, 
largely independent machines or groups of generators. Figure 47 shows the structure of such a 
group (Machowski, Bialek, and Bumby 2012). In a turbine, thermal or kinetic energy is converted 
into mechanical energy. The shaft transfers mechanical power to the synchronous generator, 
which is fed into the grid as current and voltage via the generator. (Boldea 2016) 

In the following subchapters, the components relevant in the time domain are first analysed 
separately. Largely independent of the power plant type under consideration, the investigation 
of the synchronous generator, the excitation system and the grid is considered. In sections 2.4 
and 2.5, the different turbine types with their respective power frequency controllers are then 

1 µs 1 ms 1 s 15 min

Lightning propagation

Sw itching surges

Stator transients and

subsynchronous resonance

Rotor angle dynamics

Governor and load frequency

controls

Inverter-based controls

Boiler dynamics

electromagnetic electromechanic thermodynamic



70 
 

analysed in detail. The excitation voltage    represents externally controllable parameters. Indi-
rectly influenced by the speed of the synchronous machines, the average frequency  . 

 

Figure 47: Block diagram of a generator group  (Lehnen 2014; Machowski, Bialek, and Bumby 2012). 

3.4.1.1 Synchronous Generator 
The conversion of mechanical energy into electrical energy in conventional (large-scale) gener-
ation units is carried out by means of three-phase synchronous generators. Three-phase syn-
chronous generators are therefore also described as electromechanical energy conversion ma-
chines. In addition, three-phase asynchronous generators are used to a small extent: Wind gen-
erators or small hydropower plants, which are operated without personnel (on site), are to be 
listed here as examples. Since this work mainly deals with large hydropower plants, reference is 
made to (Crastan 2015, 2017) for supplementary information on three-phase asynchronous gen-
erators. The focus is on the dynamic modelling of synchronous generators to represent the over-
all behaviour of the grid. (Plassmann and Schulz 2013; Schwab 2017). 

In power systems – regardless of the location and condition under consideration – there should 
be an approximately constant frequency (cf. Chapter 2.2.3). Synchronous machines have a di-
rect influence on the electrical mains frequency via their rotor angular velocity. The rotor angular 
speed depends largely on the turbine speed, which in turn depends on the generation technology 
under consideration. As a result, a distinction is made between limb pole and full pole genera-
tors, whose area of application depends on the speed   applied. These differ in their rotor ge-
ometry with regard to the number and design of the poles 𝑝 and the arrangement of the excita-
tion winding (Skolaut 2018). The full pole generator is used in thermal power plants. Due to its 
high speed (for 𝑝 = 1:  =     ; for 𝑝 = 2:  = 1   ) it is also called a turbo generator. The sali-
ent-pole generator is used with higher numbers of pole pairs at speeds less than 1200 rotations 
per minute.  (Skolaut 2018) 

Figure 48 shows the rotor cross-section of a full pole generator (turbogenerator) with a rotation-
ally symmetrical rotor on the left and a limb pole generator with pronounced poles on the right. 
The limb pole generator as a low-speed generator is typically used in hydropower plants. To 
describe the basic functioning of the leg pole generator and the previously mentioned relation-
ship to the frequency of the power system, the relationship between the electrical angular fre-
quency and the mechanical angular frequency is shown below (cf. formulae (3.6) and 
(3.7)).  (Crastan 2015) 
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𝜔𝑚 =
2𝜋 

6  
 (  𝑐ℎ.   𝑔𝑢  𝑟  𝑟 𝑞𝑢  𝑐𝑦) (3.6) 

𝜔 = 2𝜋     ℎ  =
 𝑝

6  
 (   𝑐.   𝑔𝑢  𝑟  𝑟 𝑞𝑢  𝑐𝑦) (3.7) 

The relationship between the frequencies is described by the speed   (in rpm) and the number 
of pole pairs 𝑝. 

 

Figure 48: Synchronous generator types according to  (Schwab 2017). 

Due to the large number of pronounced poles, the rotor geometry can be regarded as rather disc-
shaped. As can be seen in the graph, the rotor is surrounded by three windings offset by 12 ° 𝑝⁄  
corresponding to the three phases of a three-phase system 𝑅 𝑆 𝑇. The terms rotor, pole wheel 
and rotor are used synonymously for both the full pole generator and the limb pole generator. 

The conversion of the mechanical energy of the drive torque into electrical energy is effected by 
induction: a direct current flowing through the excitation windings. The direct current produces 
a magnetic direct field which rotates synchronously with the mechanical circular frequency. The 
rotational movement causes the excitation field to be non-constant and induces an alternating 
voltage in the three stator windings.  (Crastan 2015) 

Park-Transformation 

The 0dq or Park transformation is a linear and time-variant modal transformation that trans-
forms the instantaneous values of the three-phase system (electrical and magnetic quantities) 
to the two axes of the rotor. The stationary stator windings 𝑅 𝑆 and 𝑇 are substituted by two 
substitute windings 𝑑 and 𝑞 rotating synchronously with the pole wheel and a zero sequence 
system. The d-axis is located in the field direction of the excitation winding and the q-axis is 
phase-shifted perpendicular to it by 90°. The zero sequence system is assumed to be currentless 
and can therefore be neglected. Formula (3.8) describes the parking transformation based on 
the 0dq-transformation mathematically: 
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𝑻𝟎𝒅𝒒 =
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 (3.8) 

The polar wheel angle 𝜗 describes the position of the rotor field in relation to the strator rotating 
field. The parking transformation as such is power invariant  (Werner 2018). Due to the p.u. sys-
tem (per unit system) and thus the use of dimensionless variables, the operating behaviour of 
the synchronous generator can be described with a few specific variables and simple relations 
between these variables can be established. The physical quantities are converted into related 
quantities by division with the appropriate reference quantities (typically nominal val-
ues).  (Bonfert 1962) 

Dynamic Model of a Synchronous Machine 

The dynamic model of a synchronous machine comprises the stress equations (electrical com-
ponent), the flux linkage equation (magnetic component) and the equation of motion (mechani-
cal component). The following sections briefly introduce the equation of motion and the neces-
sity of modelling. For more detailed explanations, please refer to (Milano 2010) 

The equation of motion describes the balancing processes occurring during a power imbalance 
in the course of the instantaneous reserve (cf. section 2.2.2). Thus, there is a direct relation to 
frequency stability and polar wheel angular stability (Crastan and Westermann 2018). The fol-
lowing differential equation describes the relationship between the mechanical drive torque and 
the mechanical braking torque of the generator as well as the damping torque across the air 
gap:  

𝜔̇ =
1

2𝐻
(𝜏𝑚 − 𝜏𝑒𝑙 − 𝐷(𝜔 − 𝜔𝑠)) (3.9) 

𝐻 represents the inertia constant and is an indicator of how long the generator can deliver its 
nominal power purely from the kinetic energy stored in the rotating masses. The differential 
equation (3.10) represents the changes in the pole wheel angle due to balancing processes: 

𝜗̇ = Ω𝑏(𝜔 − 𝜔𝑠) (3.10) 
If there is a difference between the speed of the rotor field and that of the stator rotating field, 
this leads to an increase or decrease in the electrical pole wheel angle 𝜗.The term Ω𝑏 = 2𝜋  is 
necessary to transform between the SI system and the p.u. system, since the synchronous cir-
cuit frequency 𝜔𝑠 = 1 [𝑝. 𝑢. ] is given in the per unit system. (Milano 2010; Morren 2006) 

To map the transient and subtransient dynamics of a synchronous machine description of the 
electrical and magnetic components also would be necessary. Since this is not directly related 
to frequency stability in terms of this work it is not presented here. Further literature explicitly 
dealing with the modelling of the magnetic component is (Morren 2006; Milano 2010) 
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The literature recommends a 4th order model the representation of electromechanical compen-
sation processes in system studies of frequency stability. Hence this work uses a corresponding 
model (Milano 2010). Electromagnetic, transient and subtransient processes are not consid-
ered. The two-axis model according to Park is used, which enables the transfer of partial differ-
ential equations into a system of ordinary differential equations. This provides a reduction of 
the fundamental wave model and the electromagnetic torque on longitudinal and transverse 
axis (Göbel 2010). 

Formulae (3.11) and (3.12) exemplarily represent the electrical stator equations. These illustrate 
the frequency dependence of the synchronous machine. 

−𝜔𝜓𝑞 = r𝑎i𝑑 + 𝑣𝑑 (3.11) 

𝜔𝜓𝑑 = r𝑎i𝑞 + 𝑣𝑞 (3.12) 

The parameterization of the two-axis synchronous machine model is carried out depending on 
the primary energy source used and the rated apparent power using the parameter sets provided 
by Pai in (Sauer and Pai 1998). The "per unit" data of the parameter sets refer to the rated ap-
parent power. If no clear allocation is possible via the rated apparent power, the mean value 
between two successive parameter sets is used. Due to the consistent allocation of the param-
eters of the conventional power plants, the synchronous generator behaviour can be precisely 
represented in the course of a more dynamic simulation. The parameter sets used are shown in 
Table 10. 

Table 10: Parameter set for synchronous generator from (Pai 1989) 

Parameter 1 2 3 4 5 6 7 8 9 10 

𝑯 [𝒔] 500.0 30.3 35.8 28.6 26.0 34.8 26.4 24.3 34.5 42.0 

𝐑𝑨 [𝒑. 𝒖] 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

𝐱𝒅 [𝐩. 𝐮] 0.02 0.295 0.25 0.262 0.67 0.254 0.295 0.290 0.211 0.1 

𝐱𝒅́ [𝐩. 𝐮] 0.006 0.07 0.053 0.044 0.132 0.05 0.049 0.057 0.057 0.031 

𝐱𝒒 [𝐩. 𝐮] 0.019 0.282 0.237 0.258 0.62 0.241 0.292 0.280 0.205 0.069 

𝐱𝒒́ [𝐩. 𝐮] 0.008 0.170 0.088 0.166 0.166 0.081 0.186 0.091 0.059 0.008 

𝐓𝒅𝟎́  [𝐬] 7.0 6.56 5.7 5.69 5.4 7.3 5.66 6.7 4.79 10.2 

𝐓𝒒𝟎́  [𝐬] 0.7 1.5 1.5 1.5 0.44 0.4 1.5 0.41 1.96 0.0 
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3.4.1.2 Excitation System 
In order to carry out an adequate stability investigation in the power system, especially consid-
ering the dynamic behaviour of synchronous generators, a modelling of the excitation system 
used is necessary. The IEEE standard 421.5 defines three types of excitation systems: AC exci-
tation systems, DC excitation systems and static excitation systems. A comprehensive descrip-
tion can be found in (Zimmer 2017). For the correct implementation of the models presented in 
IEEE 421.5, it is necessary that the excitation models of the power plants to be mapped are at 
least schematically known. If no information is available on the type and design of the real exci-
tation model in a power plant, ENTSO-E recommends the use of the Simplified Excitation System 
(SEXS). This is a highly simplified, generic excitation system with voltage regulator that cannot 
be assigned to the AC, DC or static excitation systems. The basic structure of the simplified 
block diagram (cf. Figure 49) corresponds to the IEEE model AC4C. (Semerow 2018) 

 

Figure 49: Simplified Excitation System (SEXS) model (Neplan AG 2015). 

The field voltage E𝐹  in the reference system of the excitation system is the output variable of 
the model and flows into the magnetic equations of the synchronous generator. The reference 
voltage V𝑟𝑒 , the terminal voltage V𝐺 of the synchronous machine and the output voltage of the 
Power System Stabilizer (PSS) V  serve as input variables. The PSS (also called pendulum damp-
ing device) prevents unintentional control oscillations which can be caused by fast voltage reg-
ulators. The resulting damping of the system would lead to small signal instability. The PSS 
counteracts this effect and provides an additional stabilising signal for the voltage regulator. 
The power system becomes more robust because electromechanical oscillations are damped. 
The output voltage of the PSS is non-zero only in the case of equalization processes. (Schwab 
2017; IEEE Power & Energy Society 2016) 

The transfer function of the SEXS model consists of a lead-lag compensator, a gain constant 
and a PT1 delay element. The lead-lag compensator is modelled by the time constants T𝑎 and 
T𝑏 and represents the voltage regulator. It enables a reduction of the transient gain and can 
provide excitation voltages with sufficient accuracy over a wide frequency range. It is therefore 
often referred to as a correction element in control engineering. Depending on the parameteri-
sation of the time constants a different control behaviour can be generated. For the parameter-
isation T > T𝐵 a lead compensator with differentiating behaviour follows. The lead compensa-
tor raises the phase position in the range ω = 

 

T𝐴
≤ 𝜔 ≤

 

T𝐵
= ω𝐵 and reduces the amplitude 

response at low frequencies. For T < T𝐵 follows a lag compensator with integrating behaviour. 
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The lag compensator lowers the phase position in the range ω𝐵 = 
 

T𝐵
≤ 𝜔 ≤

 

T𝐴
= ω . The pro-

portionality factor K represents the total gain of the control system. 

The excitation system itself is modelled as a PT1 element with the excitation time constant T , 
which mathematically describes the delay of the excitation system. The output of the PT1 ele-
ment is limited by upper and lower limits to take into account the minimum E𝑀𝑖𝑛 and maximum 
E𝑀𝑎𝑥 excitation voltage.  (Zimmer 2017) 

The use of the SEXS model and thus a simplified representation of the excitation system is 
therefore permissible, since the exact voltage behaviour is not relevant for frequency investiga-
tions. The SEXS model maps the most important dynamic characteristics of modern excitation 
systems without causing design limitations (IEEE Power & Energy Society 2014). Table 11 
shows three different parameter sets for the SEXS model. 

Table 11: Parameter sets for the SEXS model (Neplan AG 2015; European Network of Transmission 
System Operators for Electricity 2013; Kou 2014) 

 ENTSO-E EASTERN NEPLAN 
𝑲 200.0 100.0 20.0-100.0 

𝑻𝑨 [𝒔] 3.0 1.0 0.25-20.0.0 
𝑻𝑩 [𝒔] 10.0 10.0 5.0-20.0 
𝑻𝑬 [𝒔] 0.05 0.1 0.0-0.5 
𝑬𝒎𝒂𝒙 [𝒔] 4.0 5.0 3.0-6.0 
𝑬𝒎𝒊𝒏 [𝒔] 0.0 -4.0 0.0 

 

3.4.2 Hydropower plants 
As shown in section 2.3, the modelling of hydropower plants is of particular importance for the 
investigation of frequency stability in the Nordic power system. The following sections present 
the models used for water turbines and speed controllers within this work. 

3.4.2.1 Turbine model 
In water turbine modelling, a distinction is made between a linear water turbine model and a 
non-linear water turbine model, regardless of the type of turbine under consideration. In addition, 
a distinction is made between turbine models that assume the water column to be elastic and 
those that assume an inelastic water column. The models differ particularly in their complexity 
and in the required data requirements. 

The dynamic transfer behaviour of a hydraulic system is significantly influenced by the charac-
teristics of the turbine and the penstock. In particular, the effects of water inertia, water com-
pressibility and pipe wall elasticity on the dynamic behaviour must be taken into account. Tra-
ditionally, the linearised model is used in computer models. Linearised models are typically used 
for the analysis of small-signal stability and apply only for small deviations of the system fre-
quency from the nominal frequency. Due to the fact that the linearisation takes place around an 
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operating point, only usual valve positions of large power plants can be considered. Extreme 
values, however, are not taken into account (Naghizadeh 2014; Argonne National Laboratory 
2013). At this point it should be noted that the overscore "¯" indicates a standardisation to a 
stationary operating point. 𝐺  is defined as the relative valve position. Figure 50 illustrates this 
relationship, which is also quantified in formula (3.13). 

𝐺̅ = 𝐴𝑡𝑔̅ =
1

𝑔̅𝐹𝐿 − 𝑔̅𝑁𝐿
𝑔̅ (3.13) 

The real position is normalised to a range of values between zero and one and thus transformed 
into a relative valve position by including the idle position 𝑔̅𝑁𝐿 and the valve position at full load 
𝑔̅𝐹𝐿. (Naghizadeh 2014). 

 

Figure 50: Relationship between relative and ideal valve position (Kundur 1994). 

The linear model is shown in Figure 51. The transfer function of the idealised turbine represen-
tation depends on four constants  𝑖𝑗   and also on the time constant of water 𝑇𝑤. The valve po-
sition (also gate valve) of the pressure pipe 𝑔̅ serves as the input variable.  

 

Figure 51: Linear turbine model (IEEE Power & Energy Society 2013). 

The coefficients ai represent partial derivatives according to the gate position or the head. The 
coefficients    /     are partial derivatives of the flow, whereas the coefficients   3/  3  repre-
sent partial derivatives of the turbine power. If the coefficients    =    ,    = 1   and   3 =
  3 = 1 are set, an ideal, loss-free water turbine is modelled. (Kundur 1994) 
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𝑇𝑤 is defined as the water start-up time required to accelerate the flow in the downpipe to nom-
inal velocity after an abrupt change in head from standstill. The water start-up time constant 𝑇𝑤 
is calculated according to formula (3.14), taking into account the cross-section 𝐴 and the length 
of the pressure pipe   (IEEE Power & Energy Society 2013). At this point it should be noted that 
the acceleration time was calculated neglecting the losses due to pipe friction. (Lehnen 2014) 

𝑇𝑊 = (
 

𝐴𝑔
) ( 
 𝑖𝑛𝑖𝑡𝑖𝑎𝑙
ℎ𝑖𝑛𝑖𝑡𝑖𝑎𝑙

) (3.14) 

𝑇𝑤 represents a lower time limit which must at least elapse in order to reach the operating flow 
rate at nominal speed. The water start-up time is of essential importance for the control accu-
racy. Characteristic for the linear model is that the user has to recalculate the value of 𝑇𝑤 for 
each load level of the hydraulic power plant, as it is highly sensitive to a change in load and the 
associated changed flow conditions. If, for example, a change from full load to half load is con-
sidered, the flow   is approximately halved, while the head remains approximately constant 
(Kundur 1994). In addition, a model extension is conceivable, which takes into account the com-
pressibility of the water and the pipe's elasticity of change. In this way, the dynamic interaction 
between the hydraulic and the electrical system can be represented in a simplified way (Naghi-
zadeh 2014). You can draw the conclusion that linear models with their simple structure can 
take into account basic characteristics of the hydraulic system and are therefore useful for tun-
ing the control system using linear analysis techniques. Linear models are unsuitable for large 
variations in output power and mains frequency. (Argonne National Laboratory 2013) 

The more flexible, non-linear inelastic turbine model shown in Figure 52 is more suitable for the 
investigation of larger disturbances.  

 

Figure 52: Non linear, inelastic water turbine model (Naghizadeh 2014; Kundur 1994). 

In this model, the pressure waves and the compressibility of the water are neglected. The lower 
– grey-shaded – forward loop is not always considered in the literature. It describes a turbine 
self-regulation term 𝐷𝑡, which depends on both the speed change and the flow, can be included 
via a forward loop  (IEEE Power & Energy Society 2013) The non-linearity of the model results 
from the non-linear relationship between the valve position and the turbine output (Sauer, Pai, 
and Chow 2017). Analogous to the linear model, the influence of the valve position is considered 
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via the constant 𝐴𝑇. This is calculated according to formula (3.13). In addition, the stationary 
head 𝐻   and the offset resulting from the flow in idle mode   𝑛𝑙 are calculated. Accordingly, the 
turbine model presented in Figure 52 – assuming an inelastic water column – is sufficient for 
hydropower plants with a short or medium-length penstock  (IEEE Power & Energy Society 2013, 
1992b). The previously mentioned offset describes power losses resulting from the no-load flow. 
Not the entire flow rate contributes to power generation.   𝑛𝑙 is calculated from formula (3.15) 
assuming a stationary idling condition. (Kundur 1994) 

  𝑛𝑙 =
1

𝑔̅𝐹𝐿 − 𝑔̅𝑁𝐿
 𝑔 𝑁𝐿 √𝐻 𝑜 (3.15) 

In addition to the inelastic, non-linear turbine model (cf. Figure 53), there are turbine models in 
the literature that depict the elasticity of the water column. The elastic turbine model takes the 
compressibility of the water and the elasticity of the pressure pipeline into account. 

 

Figure 53: Non linear water turbine model under consideration of shock waves (IEEE Power & Energy So-
ciety 2013). 

The input variable of the non-linear, elastic model also represents – in accordance with the mod-
els described above – the relative valve position (cf. formula (3.13)). In addition, there is also a 
parallel forward branch in this model, which describes the turbine self-regulation. Additional 
constants used in this model are the characteristic impedance of the pressure pipe (𝑍 ) and the 
wave propagation time (𝑇𝑒). 𝑍  is calculated according to: 

𝑍𝑜 =
 𝐹𝐿
𝐻𝑠𝑡𝑎𝑡𝑖𝑐

 ⋅  
1

√𝑔 ∝
 (3.16) 

 𝐹𝐿 is defined as the flow that occurs when the valve is fully open. 𝐻𝑠𝑡𝑎𝑡𝑖𝑐 is the total static head. 
It is defined as the difference in height between the reservoirs  (Crastan 2017). The acceleration 
due to gravity 𝑔 = 9 81  /   is also included. Formula (3.17) describes the auxiliary quantity ∝. 
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∝=  ρ𝑔 (
1

 
+
𝑑

  
) (3.17) 

The variable ρ describes the density of water and K the compression module. The pressure pipe-
line is described by the variables 𝑑    : 𝑑 is the (inner) diameter,   the wall thickness and   the 
Young's modulus  (IEEE Power & Energy Society 2013). The compression module represents the 
change in volume of the water due to hydrostatic pressure.  

 = − 
𝜕𝑝

𝜕 
 (3.18) 

The Young's modulus describes a relationship between stress and strain due to elastic defor-
mation (Giancoli 2010). Formula (3.19) quantifies the wave travel time can be quantified by 
means of the wave velocity. 

𝑇 =
 

 
    ℎ  = √

𝑔

∝
 (3.19) 

It should be pointed out at this point that the elastic, non-linear model provides a precise repre-
sentation of the turbine and water column dynamics. However, its application is not absolutely 
necessary, since the water column model only influences the results of frequency investigations 
under certain conditions and the necessity must be assessed according to the situation. A lower 
ratio between the water start-up time constant (𝑇𝑊) and the wave propagation time (𝑇 ) in-
creases the influence of the elastic model. The tuning of the controller to the hydropower plant 
under consideration is also of importance. If the controller is designed for a fast response, dif-
ferences between the models can occur, especially if oscillations of remote network blocks 
(within a network system) with impermissible frequency and power oscillations (inter area os-
cillations) have to be considered (Kundur 1994; IEEE Power & Energy Society 2013). Hence inter 
area oscillations are not in focus within this work, the inelastic model is sufficient for frequency 
analysis within the frame of this work.  

3.4.2.2 Governor 
The task of the governor or speed or frequency controller is to react to a frequency deviation 
resulting from a generation/consumption imbalance (cf. 2.2.2) and to adapt the active power 
generated to the current demand. (Anderson 2002) 

In order to take into account the inverse reaction of the turbine output to a change in valve po-
sition, which is characteristic of a hydroturbine, transient statics must be considered in addition 
to the permanent statics of a power plant: Transient statics refers to a fast power-frequency 
control for short-term, transient frequency deviations. If there is a frequency deviation in the 
steady state, a high amplification of the control error in combination with a slow response of the 
controller is necessary. Therefore, permanent statics is defined as the speed drop under steady 
state conditions necessary to move the valve from the minimum to the maximum valve posi-
tion (IEEE Power & Energy Society 1992b). A high transient static is required in conjunction with 
a long reset time so that the mechanical power can follow the flow of water influenced by the 
frequency deviation. It is possible to classify speed controllers according to their design. The 
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literature distinguishes between a more direct turbine control, which is mechanical-hydraulic, 
and a turbine control, which is auxiliary. These are analogue or digital electro-hydraulic control-
lers (Kaltschmitt 2013). Whereas mechanical-hydraulic controllers were mainly used in the past, 
today electro-hydraulic controllers are state of the art (Kundur 1994). Figure 54 shows the block 
diagram of a two-stage mechanical-hydraulic speed governor. Due to their robust design, me-
chanical turbine governors are extremely durable. Since the limited change of the valve/turbine 
gate is mechanically translated via a linkage, flexible and fast control is only possible to a limited 
extent and the control accuracy is limited (IEEE Power & Energy Society 1992b). Table 12 shows 
the physical meaning of the parameters used. 

 

Figure 54: Mechanical-hydraulic controller (Kundur 1994). 

Table 12: Parameter of the mechanic hydraulic Controller (IEEE Power & Energy Society 1992a) 

Parameter Explanation 
𝑻𝒑 Time constant of the servo motor for the pilot valve 
𝑲𝑺 Servo motor gain factor 
𝑻𝑮 Time constant of the servo motor for the inlet 
𝑹𝑷 Permanent droop 
𝑹𝑻 Transient droop 
𝑻𝑹 Reset time 

 

The mechanical-hydraulic controller consists of two servo motors that regulate the pilot valve 
and the inlet. The servo motor of the pilot valve is composed of the PT1 element with the time 
constant 𝑇𝑝 and the gain factor  𝑠. To prevent damage to the downpipe due to water hammer, 
which can occur when the valve or turbine gate is abruptly closed, the gain factor  𝑠 limits the 
rate of change of the pilot valves. Abrupt pressure drops are avoided as the flow is gradually 
reduced. This has the additional advantage of a damping of the valve opening or closing is guar-
anteed (Kundur 1994). To represent the inertia of the water, the output of the pilot valve is neg-
atively fed back: the proportional feedback models the common statics, while the feedback via 
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the PT1 element with the differential element provides a correction term for the influence of the 
transient statics (Machowski, Bialek, and Bumby 2012). The servo motor of the inlet (also main 
servo motor) also consists of a PT1 element with the time constant 𝑇𝐺.Also the main servo mo-
tor is modeled by two limiters. The valve position is limited between fully open and fully 
closed (Machowski, Bialek, and Bumby 2012). Different configurations of electro-hydraulic con-
trollers are analysed below. A distinction is made between analogue and digital turbine control-
lers. Due to the high control quality, the almost arbitrary parameterisation and the simple inte-
gration into existing control systems, digital turbine controllers are used almost exclusively to-
day. The functionality of electro-hydraulic controllers is similar to that of mechanical-hydraulic 
controllers. However, the electrical components offer greater flexibility and improved accuracy 
in terms of dead time ranges and time delays (Kaltschmitt 2013).  

Figure 55 visualizes the basic version of an electro-hydraulic controller. This is a three-stage 
controller in a parallel structure, a Proportional-Integral-Derivative controller (PID for short). This 
is considered a standard tool for process control and has become established in many industrial 
applications. (Naik, K. Anil et al. 2012) 

 

Figure 55: Electric-hydraulic PID controller (Kundur 1994). 

The improved reaction speed of the PID controllers – compared to the mechanical-hydraulic 
controller – resulted from the fact that both an increase and a reduction of the amplification can 
be provided depending on the situation. The PID controller can be used polytropically due to its 
adaptability: The simple control design is sufficient for frequency control and can even repre-
sent reactions to small changes in the system frequency. A PID structure is therefore often used 
in practice. As can be seen, the mechanical-hydraulic controllers also have two servo motors for 
the supply valve and the inlet. (IEEE Power & Energy Society 2013) 

A comparison of Figure 54 and Figure 55 shows that the feedback and thus the transient static 
𝑅𝑇 and the time constant 𝑇𝑅 of the mechanical-hydraulic controller are substituted by the PID 
controller. The D-element must be considered separately: If a control deviation develops, the 
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differential triggers a strong, short change in the control output variable proportional to the con-
trol deviation. The D-element acts in the derivative action and thus enables - if the parameters 
are correctly set - a faster elimination of the control difference which occurs (Plassmann and 
Schulz 2013). Consequently, the derivative term is useful if individual plants have to be con-
trolled in isolated operation, but in practice the D-element is sometimes completely omitted in 
some cases because it is difficult to handle and can lead to instabilities. Therefore, the PI-con-
troller shown in Figure 56 will be discussed first. 

The block diagram shown corresponds to the PID controller in Figure 55, but the derivative term 
  =   has been chosen. A comparison of the frequency characteristics of the PI controller with 
the mechanical-hydraulic controller confirms that both controllers achieve an increase in tran-
sient statics and even show identical control behaviour in the following parameterisation (cf. 
formula (3.20)) (Kundur 1994): 

 𝑃 =
1

𝑅𝑇
 ;  𝑇𝑅 =

 𝑝
 𝐼

 (3.20) 

Controllers often have other control objectives besides frequency control, such as the response 
to load changes. This leads to a multitude of different, individual control loops.  

 

 

Figure 56: Electric-hydraulic PI controller (Kundur 1994). 

Figure 57 shows the block diagram of a PI+D controller that is frequently used in Nordic hydro-
power plants. This model has a virtual switch that can be used to vary the input of the generic 
PI+D controller. This allows on the one hand a feedback of the output signal of the parallel con-
nection of proportional and integral element and on the other hand a feedback of the electrical 
power. If the electrical power is chosen as a reference value, in theory a more precise control 
between the decrease in turbine speed and the power deficit can be achieved. However, in prac-
tice this often leads to a strong oscillation around the reference value of the controlled variable. 
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For this reason, a feedback of the above mentioned parallel structure is often used. This approx-
imation of the electrical power prevents oscillations. 

As shown in Figure 57, the power reference value can be included via a ramp function as an 
additional input variable of the servo element, consisting of the servo motor of the pilot valve 
and the main gate servo motor. Thus, in the case of a jump-like specification, the reference sig-
nal can be increased continuously in order to slowly vary the flow rate limited by the valve posi-
tion (Lunze 2016). The grey-shaded block is representative for one of the turbine models pre-
sented in section 3.4.2.1. While in the previous models the controlled variable turbine speed is 
present as an external, implicit input variable, the speed is explicitly calculated in this model. By 
comparing the output variable of the water turbine 𝑃𝑚𝑒𝑐  and the electrical power 𝑃𝑒𝑙 fed into the 
grid by the synchronous generator, a power difference is first calculated and then the speed is 
determined by an integral controller. The speed is fed back via a lead-lag element. The lead-lag 
element has a low overshoot and, depending on the ratio of the time constants, a predominantly 
differentiating or delaying behavior (Unbehauen and Ley 2014).  

The model shown in Figure 57 will be used for the reference sites and the model shown in Fig-
ure 54 will be used for the remaining hydropower plants in the investigations on flexibility needs 
in grid operation in terms of maintaining frequency stability in Chapter 5. 

 

 

Figure 57: Generic PI+D controller for hydraulic power plants. 
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3.4.3 Thermal power plants 
From a global perspective, thermal power plants make a fundamental contribution to the gener-
ation of electrical energy. At this point, the special feature of the Nordic power system should 
be pointed out. Thermal power plants play a subordinate role compared to hydropower plants. 
Nevertheless, an adequate representation of thermal power plants, which contribute signifi-
cantly to security of supply, is important for the accurate modelling of the Nordic generation 
system (Oeding 2016). Thermal power plants carry out an energy conversion process which 
starts with the internal fuel energy (combustion of fossil primary energy sources) or the internal 
binding energy (nuclear fission of fissile atoms) of a primary energy source, converts it into me-
chanical energy and finally converts it into electrical energy with losses (Zimmer 2017). Regard-
less of the primary energy source used, different turbine and controller models are to be pre-
sented for the thermal power plant types, subdivided according to gas and steam power plants. 

3.4.4 Gas turbine power plants 
Gas turbine power plants generate electric energy from gas as primary energy source by passing 
through the Joule-Brayton cycle. Ambient air is compressed to approx. 30 bar by a compressor. 
The compressed air, which has already been heated by the compression process, is fed into the 
combustion chamber where it is interspersed with gas. This gas-air mixture is ignited and fed 
into the gas turbine with a combustion chamber outlet temperature between 1000°C and 
2000°C.  There the expansion process takes place, the kinetic power generated is transferred 
via a turbine shaft to the synchronous generator where it is converted into electrical 
power. (Lechner and Seume 2010) 

Gas turbines are characterised by low specific construction costs and high fuel costs. In addi-
tion, gas turbine power plants have short start-up times and high performance gradients. These 
characteristics mean that gas turbines are often used to cover load fluctuations, to provide pri-
mary control reserve or as peak load power plants (Hundt). The IEEE recommends the GGOV1 
model developed by General Electric for both transient and post-transient studies (IEEE Power 
& Energy Society 2013; Cabbel 2004). The GGOV1 model is a universal model that can be used 
for a large number of turbine controls, provided that the turbines are controlled by a PID control-
ler. The high model complexity of the GGOV1 model can be explained by the fact that it consists 
of three largely independent control loops: 

- PID speed control 
- PI temperature/load control 
- Acceleration control 

The PID speed control receives as input signals the speed deviation as well as the actual devia-
tion of the active power output. The current deviation of the active power output is determined 
from the difference of the electrical active power output 𝑃𝑒𝑙 , taking into account the constant R 
and the reference value of the electrical active power output 𝑃𝑟𝑒 . The PI temperature/load con-
trol represents a relationship between the maximum possible turbine power and the existing 



85 
 

ambient temperature, while the ambient temperature is assumed to be constant during an iter-
ation step. Temperature changes resulting from a new operating point with respect to the firing 
system are taken into account via feedback. The acceleration control ensures that the maximum 
turbine acceleration  𝑠𝑒𝑡 is not exceeded. This is done by comparing the maximum turbine ac-
celeration and the speed change via a differential and a lag element with the time constant 
𝑇  (Zimmer 2017). The output variables of the control blocks are the input to a so-called Low-
Value-Select-Block, which selects the smallest size and passes it on to the subsequent turbine 
model. Looking at the output parameter 𝑃𝑚𝑒𝑐  of the GGOV1 model in steady state, the mechan-
ical turbine power is given by formula (3.21). 

P𝑚𝑒𝑐 = K𝑡𝑢𝑟𝑏 ∗ (W −W 𝑛𝑙) (3.21) 

The parameter    describes the fuel flow at full speed and zero load. Thus, the fuel consumption 
of the axial compressor can be modelled. Via the lead-lag element with the time constants 𝑇𝑏 
and 𝑇𝑐 the deceleration of the gas turbine as a consequence of a change in fuel flow is repre-
sented (IEEE Power & Energy Society 2013). Since the GGOV1 model can be used to model all 
thermal power plants with the exception of those with nuclear firing, an additional optional time 
constant 𝑇𝑒𝑛𝑔 can be used to model a delay of the fuel flow depending on whether the fuel is 
liquid or gaseous. (International Middle East Power Systems Conference 2010) 

In summary, it can be stated that the explicit modelling of all control mechanisms of a gas tur-
bine system is not necessary for investigations of system stability: data acquisition is too 
costly. In addition, internal, turbine-specific variables have only a minor influence on system 
stability. The GGOV1 model provides an accurate description of the expected behaviour, pro-
vided that a correct parameterisation has been chosen. Accordingly, the GGOV1 model is par-
ticularly suitable if the generator unit or the entire power plant is connected to a larger power 
system and investigations are to be carried out regarding the reaction to load fluctuations. (IEEE 
Power & Energy Society 2013; Semerow et al. 2015) 

3.4.5 Steam turbine power plants 
In contrast to gas power plants, steam turbine power plants require an additional steam cycle 
for electrical energy generation. The simplified energy conversion process is called the Clausius-
Rankine cycle, whose working medium alternates between liquid water and gaseous steam 
(Crastan 2017). Figure 58 shows the standardised TGOV1 model. This is the simplest combina-
tion of turbine and speed controller model of a controlled steam process, which is used for dy-
namic investigations. The TGOV1 model is universally applicable for nuclear, coal, oil and bio-
mass power plants with steam turbines. ENTSO-E recommends its use for power system stud-
ies. (Kundur 1994; Semerow et al. 2015)  
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Figure 58: TGOV1 model (IEEE Power & Energy Society 2013). 

Input variables of the standardised model are on the one hand the mechanical power reference 
value 𝑃𝑟𝑒  and on the other hand the deviation of the turbine speed from the reference speed. 
Taking into account the minimum and maximum valve position (𝑣𝑚𝑖𝑛 and 𝑣𝑚𝑎𝑥), the PT1 delay 
element represents the linearised behaviour of live steam valves. Assuming a fixed pressure 
operation, the steam flow can be assumed to be proportional to the valve opening. The time 
constant 𝑇  is used to model the time delay of the valve (Semerow 2018). The third block of the 
model is a compact representation of a lead-lag element, which depicts the dynamic behaviour 
of the steam in the turbine stages and the reheater. 𝑇3 is to be understood as the time constant 
of the reheater. The ratio of 𝑇 /𝑇  corresponds to the percentage of the turbine power developed 
by the high-pressure turbine. The output of the model is the total mechanical power of the power 
plant. Via the lower path, the product of the speed deviation ∆𝜔 and the damping constant 𝐷𝑇 is 
subtracted beforehand, whereby 𝐷𝑇 >   always applies. This can be explained as follows. The 
speed-dependent friction losses have a negative effect on the available mechanical turbine 
power (IEEE Power & Energy Society 2013). The constant 𝑅 represents the statics of the steam 
turbine and is therefore often referred to the mechanical power reference value(Semerow 2018). 
The statics is defined as the proportional change of the valve position - and thus also indirectly 
of the turbine output - to a change in frequency. The continuous curve represents the turbine 
statics while neglecting the speed-dependent friction losses. If the friction losses described are 
also taken into account, the dotted line represents the actual mechanical power output. In order 
to represent the statics of the TGOV1 model correctly, the limits of the valve position and thus 
also of the mechanical power must also be included. (Semerow 2018) 

The IEEEG1 model is another model commonly used in the literature to represent a steam tur-
bine and the associated control system but is not used in practice because of the high data 
requirement (Attikas 2014). Table 13 summarises the subcomponents represented by the 
TGOV1 and the necessary neglections and simplifications. The neglections and simplifications 
show that the TGOV1 is a good starting point for studies on power system stability in general, 
allows a sufficient representation of reality for frequency studies. Therefore, the TGOV1 model 
represents the dynamic behaviour of the steam power plants within this work. The parameters 
of this model used for the investigations are based on parameters given by the general speed 
turbine governor model developed by (Anderson 2002) and the TGOV1 model of ENTSO-E. 

∑
𝑃𝑟  

−

1

1 + 𝑇1 

𝑝  𝑐ℎ
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Table 13: Characteristics of TGOV1 model (Semerow et al. 2015) 

Modeled subcomponents Neglections and simplifications 

- Integrated proportional speed control 
- Consideration of a valve delay with limita-

tion of the valve position with anti-windup 
- Simplified mapping of steam movement 

by reheater and turbine stages as lead-lag 
element 

- Possibility to image a turbine damping 

- Neglecting the dynamics of steam boil-
ers 

- Vapour pressure 
- Neglect of separate reheater and tur-

bine stages 
- Neglect of the non-linear deadband 

 

3.4.6 Loads 
Besides the generation units presented, consumers also have a major influence on the power 
system stability. A detailed modelling of all consumers is difficult, since there is a large number 
of different loads with individual characteristics in a power system, which vary strongly both 
regionally and seasonally. The specific characteristics to model the voltage and frequency de-
pendencies via parameter sets are often not known. Looking at the cross-section of the loads 
connected to the power system, they can be described as ohmic-inductive dominated and can 
be substituted as a combined load model. For an exact representation it is important that both 
the capacitive, inductive and ohmic properties of the consumers and the resulting voltage de-
pendence of the active and reactive power consumption, as well as the frequency dependence 
can be modeled. (Heuck 2013; Kleinkorte 2016; Semerow et al. 2015) 

The frequency dependence of loads provides a fundamental important contribution to system 
stability and should therefore be considered in particular in studies investigating generation 
shortfalls or load shedding. The more the active power consumption of the load decreases with 
decreasing frequency, the more stable is the overall system (Concordia and Ihara 1982). The 
literature differentiates between static and dynamic models and within the static models be-
tween the exponential model and the ZIP model. The power consumption of a load in static 
models is modelled as a function of the node voltage   and the frequency deviation via two 
algebraic equations – for the active power 𝑃 and the reactive power 𝑄, respectively. The param-
eters    𝑃  and 𝑄  correspond to the initial load flow (Merkle 2002). The so-called ZIP model 
(also polynomial model) superimposes the load impedance 𝑍, current consumption 𝐼 and active 
power consumption 𝑃, each of which is assumed to be constant (Merkle 2002). Formulae (3.22) 
and (3.23) describe the ZIP model (Kundur 1994):  

P = P [p 
  

V 
+ p  

 

V 
+ p3 ] ⋅  (1 + K𝑝 ∆ ) (3.22) 

Q = Q [𝑞 
  

V 
+ 𝑞  

 

V 
+ 𝑞3 ] ⋅  (1 + K𝑞 ∆ ) (3.23) 



88 
 

The individual components of the ZIP model are weighted by the coefficients 𝑝𝑖 for active power 
and 𝑞𝑖 for reactive power. The voltage dependence of the active and reactive power is composed 
of a quadratic and a linear dependence on the one hand and a constant component on the other. 
The terms (1 + K𝑖 ∆ ) model the frequency dependence while ∆  is the frequency devia-
tion. (Kundur 1994) 

Formulae (3.24) and (3.25) describe another static model, the exponential model (Oswald 2009): 

P = P (
 

V 
)
𝑎

(
 

  
)
𝑝

 (3.24) 

Q = Q (
 

V 
)
𝛽

(
 

  
)
𝑞

 (3.25) 

Analogous to the ZIP model, different consumer compositions can be modeled using the 
weighting coefficients (here   𝛽) of the exponential model (Merkle 2002). The coefficients 𝑝 and 
𝑞 describe the frequency dependence of the load. (Heuck 2013) 

In case of very large voltage and frequency deviations from the setpoint, the static models do 
not allow a sufficiently accurate representation of the load. The literature recommends the use 
of dynamic load models for the investigation of inter-area oscillations and voltage stability (es-
pecially large signal voltage stability) or similar (major) events. However, if a consumer model 
is considered for a conglomerate of different loads, it reacts – analogous to reality – quickly to 
voltage and frequency changes and reaches a steady state in a short time. The use of a static 
model for frequency investigations within a synchronous network is therefore justified and used 
within this work. (Kundur 1994; Heuck 2013; Merkle 2002; Cutsem and Vournas 1998) 
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4 Investigation of scheduled flexibility provision by hydro-
power plants 

In this chapter, exemplary investigations regarding the flexibility provision of hydropower plants 
from the Nordics for the European region and the Nordics themselves are carried out on the 
basis of future scenarios. Therefore, the methods presented in Chapter 3 are used. The consid-
ered areas of the market simulation and the hydraulic unit commitment simulation are shown 
in Figure 59. Due to their highly complex structure, the hydropower plant parks of Sweden and 
Norway are initially considered in aggregated form in the market simulation. In the hydraulic unit 
commitment simulation, the previously aggregated hydropower plant parks are considered in 
detail. Thus, a detailed area-wide simulation of highly complex hydropower plant parks is possi-
ble.  

  

Figure 59: Considered areas of the individual process steps. 

In the market simulation as well as in the hydraulic unit commitment simulation the countries 
Norway and Sweden are divided into several bidding zones. The Nordic bidding zones described 
in section 2.3 are partly summarized in the exemplary investigation. When defining the bidding 
zones, the areas with comparatively high exchange capacities are combined into one bidding 
zone.The new bidding zone boundaries are shown in Figure 60. The bidding zone NOs comprises 
the bidding zones NO1, NO2, and NO5 (c.f. Figure 14). The remaining Norwegian bidding zones 
NO3 and NO4 are described in the following as NO. In Sweden, only the bidding zones SE1, SE2 
and SE3 are grouped together in SE. SE4 remains unchanged. Since SE4 has almost no hydro-
power plants, this bidding zone will not be considered further in the context of the investigations.  

Detailed Aggregated No consideration

1st step: Market simulation 2nd step: Hydraulic unit
commitment model
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Figure 60: Bidding zone boundaries of the area under consideration in the context of the exemplary 
studies. 

In the following, exemplary investigations are carried out in which the market-based methodol-
ogy described in Chapter 3 is applied. First, different future scenarios are presented in sec-
tion 4.1, which correspond to the input data of the market simulation. Then, the investigation 
program of the chapter is described in section 4.2. Subsequently, in section 4.3 the vertical fac-
tor, which is needed to run the hydraulic unit commitment simulation with a quarter-hourly time 
resolution, is parameterized and plausibilized. Section 4.4 presents and compares the results of 
the different scenarios according to the first step of the procedure, the market simulation. The 
exemplary examinations of the overall results according to the second step of the procedure are 
described in section 4.5. In this section, due to the diversity of the input parameters of the hy-
dropower plant deployment simulation, the following investigations are performed: 

- Comparison of the different flexibilization criteria (e.g. flexibilization of the largest hydropower 
plants or the oldest or the ones with the best or worst power-flow ratio (c.f. section 3.3.2) 

- View of different flexibilization rates (10 to 50% flexibilization of the viewed portfolio) 

- Comparison of the presented future scenarios (c.f. section 4.1) 

- Investigation of a partial flexibilization of the power plant parks with non-flexibilized power 
plant parks 

- Sensitivity analysis with higher shares of wind turbines in the Nordics 

  

SE4

SE

NOs

NO
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4.1 Definition of three European energy scenarios 
The demand for and provision of flexibility in the future is only possible to forecast with a high 
degree of uncertainty. To cope with the uncertainty, the definition of several scenarios helps to 
systematically map many future eventualities. The simulations allow more precise statements 
to be made about the future on the basis of the scenarios. For this reason, hydraulic unit com-
mitment simulations for different future scenarios are carried out within the scope of this work 
package of the project. The scenarios of the European power system considered in this study 
are already defined in (Siemonsmeier et al. 2018). A distinction is made between a Reference 
scenario, Green Hydro scenario and Prosumer scenario. An overview of the considered scenar-
ios for different time points is shown in Figure 61. 

  

Figure 61: Schematic representation of the scenarios considered at different points in time. 

For the year 2025 only the Reference scenario is examined, since the uncertainties in the near 
future are not significantly high and the Reference scenario represents the most probable sce-
nario. In addition to the Reference scenario, the Green Hydro scenario and the Prosumer sce-
nario are also examined for the years 2030 and 2040. All scenarios are derived from the TYNDP 
scenarios of ENTSO-E. 

4.1.1 Reference scenario 
The Reference scenario is characterized by conservative developments and is designed as best 
guess scenario. Figure 62 shows the characteristics of this scenario, classified by their extent 
in the essential factors in a radar chart. This essential factors are defined in (Siemonsmeier et 
al. 2018) and describe the key factors that will affect the possibilities of hydropower for future 
scenarios. The defined essential factors are: net transfer capacity, extent of grid expansion, re-
lation of hydropower to other sources of flexibility as well as of electrical power generation, the 
total intermittent RES (IRES) share – which includes the volatile renewable plants such as PV 
systems and wind turbines – and the distribution ratio. As can be seen, all factors are in balance 
in the Reference scenario. Neither kind of power plant technology dominates the composition 
of power plant units but contains base load and peak load power plants in equal proportion. 
Intermittent RES are integrated into power systems to an extent which is manageable by base 

2025 2030 2035 2040

Reference

Prosumer

Green Hydro
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and peak load power plants. Putting this categorisation into perspective, gas is gradually replac-
ing coal and lignite in electrical energy production. The reduction of greenhouse gas emissions 
is an important goal of European countries, but is pursued sustainably. Grids are expanded when 
reasonable and needed based on economic advantages. As large-scale power plants are only 
gradually being replaced by intermittent RES, the need for further interconnections of power 
systems is only moderately evolving. Without high levels of interconnection within Europe, flex-
ibility provisions from the Nordic countries can be distributed across Continental Europe to a 
moderate extent. Consequently, the rise of NTCs is not an urgent matter and not developed to a 
significant degree. 

 

Figure 62: Essential factors of the Reference scenario. 

4.1.2 Green Hydro scenario 
The Green Hydro offers more possibilities of relevance for Nordic hydropower in comparison to 
the Reference and Prosumer scenario. In order to limit global warming, rapid global collabora-
tion at an early stage characterises the Green Hydro scenario. These results in higher intermit-
tent RES shares already by the year 2030. Consequently, the amount of coal and lignite power 
plants is reduced at an early stage. Therefore, a need for flexibility options arises at an earlier 
point in time and to a higher extent. Figure 63 shows the aspects of this Green Hydro scenario, 
using the essential factors. While intermittent RES shares are high in this Green Hydro Scenario, 
peak load power plants are not numerous. However, there is a number of competitors regarding 
flexibility, large opportunities for hydropower to cover peak load are available. Figure 63 also 
depicts that base load power plants are higher in their characteristic than peak load power 
plants. Therefore, there are chances for hydropower to function as base load power plants and 
provide Frequency Containment Reserves. 

The distribution ratio is low, describing a system of large-scale electrical power generation units. 
The Green Hydro scenario includes only little decentral generation units and flexibility options, 
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e.g. roof-top solar panels and home battery systems. The large-scale electrical power generation 
contains power plants as well as large-scale wind parks, off-shore wind parks, and PV units on 
free spaces. This constellation leaves high demand in balancing demand and generation. 

The extent of NTCs and grid expansion are both higher than in the Reference scenario. NTCs 
between the Nordic countries and Continental Europe are well-developed in the Green Hydro 
scenario. The Green Hydro scenario assumes more grid expansion projects realised between 
the Nordic countries and Central Europe than the Reference or Prosumer scenario. With a high 
amount of NTCs and low extent of grid expansion within Europe, flexibility provision by Nordic 
hydropower is a likely future development. 

 

Figure 63: Essential factors of the Green Hydro scenario. 

4.1.3 Prosumer scenario 
The Prosumer scenario is designed in order to evaluate chances of hydropower in unfavourable 
circumstances. It captures developments with respect to hydropower not being the flexibility 
option and thus presents the pessimistic scenario in this study.  

A high amount of small-scale solar panels combined with batteries as storage systems charac-
terizes this scenario. The batteries are an advanced technology, causing them to achieve high 
profitability and thus be widely used in this scenario. At the centre of this scenario are prosum-
ers, actively taking part in a decentralised electrical power generation system. These prosumers 
are owners of high amounts of solar panels acting as both consumers and producers of elec-
tricity. Prosumers are balancing their own electricity demand with small-scale solar panels and 
batteries and, thus, provide flexibility themselves. Due to the technological improvement of bat-
teries in general, the electromobility sector has thrived and led to high numbers of electric vehi-
cles as well. These technologies offer a high number of additional options to provide flexibility. 
This development might decrease the need for Nordic hydropower. 
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As technological developments are assumed to have evolved rapidly in this scenario, digitalisa-
tion, intelligent networking of technologies and communication systems are common in house-
holds and industries. Smart home appliances are widely used and connected with power sys-
tems. These technologies can often regulate demand automatically, offering numerous options 
of Demand Side Management. The high availability of these technologies causes more flexibility 
needs to be met on a local level. This high demand side flexibility might hinder opportunities of 
hydropower. High numbers of peak load power plants cover flexibility needs not provided for by 
these technologies. This competition might reduce the need for flexibility by Nordic hydropower 
further.  

In this environment of high demand side flexibility and solar power storage by batteries, the 
overall need for additional flexibility provided for example by hydropower is rather low. High 
numbers of peak load power plants provide regulatory control, not covered by these options on 
the demand side. Figure 64 shows the extent of peak load power plants in relation to the other 
essential factors of this Prosumer scenario. 

Numerous measures of Demand Side Management balance the fluctuating electricity generated 
by a high amount of intermittent RES on a local level. As a result, the proportion of hydropower 
to other flexibility options is low and thus opportunities are few. The involvement of high num-
bers of prosumers lessens the need for the provision of flexibility and thus the opportunities of 
hydropower plants. The NTCs between Continental Europe and the Nordic countries will not be 
significantly expanded in the Prosumer scenario. This complicates the opportunities of Nordic 
hydropower plants. Due to the high amount of other flexibility options available in this scenario, 
opportunities for Nordic hydropower providing flexibility might be low. 

 

Figure 64: Essential factors of the Prosumer scenario. 
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As electricity supply and demand are balanced locally to a great extent, grid expansion within 
Europe is not of high importance. There is no significant need to expand the power grids as 
electricity is primarily transferred on local levels. Following the same reasoning, NTC levels be-
tween the Nordic countries and Central Europe show similar characteristic value. However, the 
distribution grid will be well expanded due to the highly decentralised electrical power genera-
tion and flexibility. As European countries are able to balance their power systems using decen-
tralised small-scale technologies, there might be low demand for exchanging electricity between 
the Nordic countries and Central Europe. Without suitable amounts of NTC between the Nordic 
and Central European countries, flexibility is not easily provided by Nordic hydropower. The lack 
of transfer capacities could cause hydropower to be difficult to be obtained. 

4.1.4 Comparison of intermittent RES shares for the different scenarios 
Since the Nordic countries are in the focus of the investigations carried out within the scope of 
this study, the developments of the scenarios for the considered bidding zones (c.f. Figure 60) 
are briefly descussed below. Since intermittent RES development in particular could have an 
enormous impact on the use of hydropower in the Nordics, this will be focused on. As electricity 
generation from PV units plays a minor role in Nordic due to its low expansion, only the devel-
opment of wind turbines will be discussed (c.f. Figure 65). 

 

Figure 65: Installed capacity of wind turbines in the scenarios and bidding zones under consideration. 
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Figure 65 shows the installed capacity of wind turbines of the Nordic bidding zones in the de-
scribed scenarios. It is noticeable that the installed capacity of the wind turbines in the SE bid-
ding zone is the highest over all the years and scenarios under consideration compared to the 
bidding zones NO and NOs. In NOs, the installed capacity of the wind turbines is lowest in all 
scenarios at approx. 1 GW to 2 GW. In NO, the installed capacity of the wind turbines is between 
approx. 2 GW and just under 9 GW, depending on the scenario and year under consideration. A 
more exact view and comparison of the individual scenarios is given in the scenario report 
(Siemonsmeier et al. 2018). 
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4.2 Investigation program 
In the investigations on detailed hydraulic unit commitment simulation carried out in the context 
of this study, the power plant parks of Norway and Sweden analyzed in Section 2.3.2 are con-
sidered. Only the hydro storage power plants above 10 MW are considered. Thus, the installed 
capacity of the hydropower plants in the bidding zone NO is about 9 GW, in NOs about 20 GW 
and in SE about 12.4 GW (see Section 2.3.2). Since the hydropower plants below 10 MW in-
stalled capacity that are not considered in detail here mostly represent run-of-river power plants, 
which are treated as must-run power plants and accordingly considered in the simulations. 

Within the HydroFlex project five hydropower plants are used as reference sites for the research 
and innovation activities. The geographic location and size of the reference sites are shown in 
Figure 66. The Bratsberg power plant with 124 MW installed capacity is located in the bidding 
zone NO, the Kvilldal power plants with 1240 MW and Lysetbotn 2 with 370 MW installed capac-
ity in NOs, and the Stornorrfors power plants with 599 MW and Porjus with 465 MW installed 
capacity in SE (Hydroflex 2019). The percentage of reference sites in relation to installed capac-
ity is approximately 1.4 % in NOs, 8 % in NOs and 8.6 % in SE. 

 

Figure 66: Geographic location and size of reference sites used in the HydroFlex project (Hydroflex 
2019). 
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4.3 Parameterization of the vertical factor for the interpolation of volatile time 
series 

Since the market simulation is carried out in hourly temporal resolution due to the complexity 
and high computational time, the results have to be extended to a quarter-hourly resolution, 
which corresponds to the temporal resolution of the intraday market, in order to ensure a repre-
sentative evaluation of flexibility. For this purpose, a method for the interpolation of volatile time 
series has already been described in the model building in section 3.3. In the following, the ver-
tical factor, which corresponds to the degree of freedom of the interpolation method, is param-
eterized and plausibilised for the interpolation of the market simulation results. 

The analysis of the volatility of wind time series in section 2.5 shows that most of the power 
changes of wind time series are in the single-digit percentage range of the nominal power and 
that the share of larger power changes decreases with increasing size of the power change. 
Since the vertical factor is a measure for the magnitude of the power changes (c.f. section 3.3.1), 
the distribution of the vertical factor over the considered period of time should correspond ap-
proximately to the same distribution of the power changes of the wind time series in section 2.5. 
Due to the bell-shaped distribution of the power changes analyzed in section 2.5, the choice of 
a Gaussian distribution of the vertical factor is obvious. The density function of a Gaussian dis-
tribution is defined by the following formula (Kamps): 

 ( ) =
1

√2𝜋 ∙ 𝜎
exp(−

( − 𝜇) 

2𝜎 
) ;    𝑟 − ∞ <  < ∞ 𝜇 >   𝜎 >   (4.1) 

The parameter 𝜇 describes the expected value and 𝜎  the variance. In order to ensure that the 
energy balance of the time series remains unchanged, the expected value 𝜇 is set to zero. With 
the variance 𝜎  the bell-shaped distribution can be stretched or compressed. Since the vertical 
factor must be selected in the interval [-1; 1], the variance must be determined accordingly. For 
the normal distribution, 99.73 % of the values lie in the interval [-3σ; 3σ] (Kamps). Thus the vari-
ance 𝜎  results: 

1 =  𝜎 ⟺  𝜎 =  
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 (4.3) 

The values greater than one or less than minus one are set to zero. Finally, the proportions of 
the size of the power changes are checked and adjusted. The analysis in section 2.5 shows that 
75 % of the power changes of the quarter-hourly time series correspond to less than 5 % of the 
nominal power. With a normally distributed vertical factor, a quantile calculation would show 
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that 75 % of the values have an amount smaller than approx. 43 % of the maximum vertical fac-
tor of one. The vertical factors are therefore chosen too high and must be adjusted in such a 
way that the proportion of smaller power changes increases. To ensure the bell-shaped distri-
bution, the previously determined normal distribution is cubed. The 75 % quantile of the amount 
of power changes is now calculated at approx. 5.7 %. This corresponds approximately to the 
distribution of the power changes from the quarter-hourly time series in section 2.5. The distri-
bution of the vertical factor α for a year under consideration with 8760 entries is shown in Fig-
ure 67 as a histogram. 

  

Figure 67: Distribution of the vertical factor α for the calculation of the volatile interpolation of time se-
ries. 

The interpolation procedure presented in Section 3.3.1 can now be applied with the calculated 
vertical factor to the results of the market simulation. To check the plausibility of the determi-
nation of the vertical factor and the interpolation method, the method for volatility determination 
of time series from Section 2.5.1is applied to the volatile interpolated time series of the aggre-
gated Germany time series from Section 2.5.2. Figure 68 shows the number of power changes 
of the aggregated hourly Germany time series and its quarter-hourly interpolation. 

It becomes clear that the number of power changes in the single-digit percentage range of the 
nominal power has increased in the quarter-hourly time series. The overall ratio of the volatility 
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of both time series corresponds approximately to that of the analysis results of the comparison 
of hourly and quarter-hourly time series in Section 2.5. The plausibility of the parameterization 
is accordingly validated. However, the total number of power changes is smaller than the num-
ber of power changes of the individual wind turbines. Thus, the total number of power changes 
of the interpolated time series is always proportional to the number of power changes of the 
corresponding hourly time series. 

 

  

Figure 68: Number and size of power changes in the aggregated hourly Germany time series and its 
quarter-hourly resolved volatile interpolation. 
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4.4 Investigating the market simulation results 
In this section the exemplary results of the market simulation are examined and evaluated. In 
particular, it is investigated what effects uncertain different developments, which are repre-
sented by the different scenarios, have on the demand for flexibility in Central Europe and the 
Nordics. Besides the aggregated hydraulic generation time series of the Nordics, also exemplary 
exchanges between Norway and Central Europe are considered in the following. 

4.4.1 Evaluating hydraulic generation time series of different scenarios 
The focus of the investigation is the operation of hydropower plants in Norway and Sweden. In 
order to provide an initial indication of the maximum demand for flexibility provision by hydro-
power in the defined scenarios, the following analyzes the results of the aggregated hydropower 
operation first. The aggregated hydropower plants are assumed to have maximum flexibility in 
order to not underestimate the flexibility required, as described in the methodology in Sec-
tion 3.1. 

For this purpose, the volatility is compared on the basis of the number of power changes, which 
is chosen as a measure of the demand for flexibility, in the aggregated hydropower time series 
by use of the method presented in Section 2.5.1. Those power changes are measured as the 
minimum distance from a high point to the nearest low points. Figure 69 shows the number of 
power changes above 100 MW per year of the aggregated hydropower generation time series, 
which is the result of the market simulation, for all considered scenarios and bidding zones. 
Smaller power changes are not considered, as minor impact on the flexible use of hydropower 
plants is assumed. 

The number of power changes above 100 MW varies between almost 700 and approx. 1100 in 
each bidding zone of the scenarios. This corresponds on average to two to three power changes 
per day. The total sum of the power changes of all bidding zones in the respective scenarios 
increases slightly the further the simulation year is in the future. For example, the number of 
power changes in the Reference Scenario from 2310 in 2025 increases by about 5 % in 2030 and 
by about 15 % in 2040. This trend is also noticeable in the Prosumer and Green Hydro scenario. 
Overall, the number of power changes in the Prosumer Scenario is lowest in both 2030 and 2040 
compared to the other scenarios. At the same time, the number of power changes is highest in 
the Green Hydro Scenario. 

One reason for the increase in power changes the further the simulation year is in the future is 
the increasing share of RES, in particular wind turbines. The number of new wind turbines is 
lowest in the Prosumer Scenario and highest in the Green Hydro Scenario. Furthermore, this 
dependency is also noticeable when considering the individual bidding zones. In the bidding 
zone SE, the number of power changes and the associated need for flexibility is highest, followed 
by NO and lastly NOs. The increasing share of wind turbines in the Nordic bidding zones could, 
thus, be a driver for the need for this new type of turbine technology. 
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Figure 69: Number of power changes above 100 MW of the considered scenarios and bidding zones per 
year. 

 

4.4.2 Investigating the exchanges between the Nordics and Central Europe 
The results of the study above raise the question why the need for flexibility increases only 
slightly while a significant increase in flexibility demand is expected in the European area due 
to the expected high expansion of volatile RES plants. Furthermore, the question arises why the 
number of power changes in NOs does not change greatly despite the very diverse scenarios. 
As the changes in the Central European power system are most significant compared to the 
Nordics, the following focuses on interdependencies between those regions. Because the 
Prosumer scenario has faces the lowest demand for flexibility (c.f. Figure 69), the exchanges in 
this scenario for the viewing year 2040 is considered more in detail in the following. Figure 70 
shows the aggregated hydraulic feed-in time series of NO and NOs of the Prosumer scenario for 
2040 for a period of about ten days in the summer of the year. Additionally, the aggregated PV 
time series of Germany (DE) is illustrated. The lower graph presents the net exchange from NOs 
to DE. 
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Figure 70: Section of the hydraulic generation time series of Norway and the generation from PV units in 
Germany of the Prosumer Scenario 2040 (upper graph) and the net exchanges from NOs to DE (lower 

graph). 

The time series show that the generation of Norwegian hydropower plants in 2040 is highly de-
pendent on generation from German PV units. When the generation from PV units in Germany 
is high, the Norwegian hydropower plants operate hardly. Conversely, when the generation from 
PV units in Germany is low, Norway's hydropower plants are operating at high capacity. The net 
exchanges of the considered bidding zones in the lower chart confirm the dependency, as the 
exchange capacity is usually operating at full capacity and mostly switching direction two times 
per day. Either Norway exports to maximum when German PV generation is low, or vice versa. 
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The net exchange is usually fully utilized and is very little subject to fluctuations. In the future, 
however, this behavior will require hydropower plants to run at least one cycle per day. 

This behavior of the net exchanges indicates no significantly increasing need for flexibility pro-
vision by Norwegian hydropower through the future expansion of RES plants in Germany with 
respect to the variables investigated here, such as the power exchanges. To apply these results 
to the overall picture of the flexibility provision by Nordic hydropower to the neighboring coun-
tries, Figure 71 shows the annual duration curves of the net exchanges to the neighboring bid-
ding zones of the NOs market. The annual duration curve represents the values of the net ex-
changes over one year in descending order. 

 

Figure 71: Annual duration curves of net exchanges of NOs to all neighbouring bidding zones. 

The annual duration curve of the net exchange from NOs to DE shows the mostly complete op-
erating capacity utilization described above, as the net exchanges corresponds to the maximum 
of the transmission capacity in about ten out of twelve months. The net exchanges of NOs to 
the United Kingdom (UK), the Netherlands (NL) and the bidding zone Denmark West (DKW) show 
a similar trend. Accordingly, a similar behavior of electricity prices and exchanges is expected 
in these bidding zones. 

However, the annual duration curves of the net exchanges from the bidding zone NOs to SE and 
NO differ from the others. The exchange capacity of these is much less frequently fully utilized 
and often no net exchanges take place between these bidding zones. 
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The reason for this behavior lies in the different power plant parks. While the Nordics primarily 
generate electricity with hydropower, Central Europe has a significant share of thermal genera-
tion capacity in addition to many RES units. This leads to similar electricity prices within Central 
Europe and within the Nordics but wider price spreads between them. 

Another reason is the difference in net generation capacity (NGC) between Central Europe and 
the Nordic countries. Germany itself has about seven times more NGC than Norway (ENTSO-E 
2018). Therefore, even with higher exchange capacities, possible net exchanges to the Nordics 
may have only little impact on price spreads. Thus, the mostly maximum utilization of exchange 
capacities remains and does not lead to a significant increase in the demand for flexibility pro-
vision by Nordic hydropower assuming full utilization of the capacity for power exchanges. 

4.4.3 Interim summary of results of the market simulation 
In this study, the results of the market simulation have been analyzed with respect to the flexi-
bility needs of the Nordics and Central Europe for different future scenarios. Furthermore, the 
power changes of the aggregated hydraulic time series of the Nordics have been used to evalu-
ate the flexibility supply of the hydropower plants for the different scenarios. It was determined 
that due to the increase in the share of PV systems in Central Europe and the Great Britain, the 
generation from these PV systems influences the hydropower plant operation of the Nordics. 
This means that during the day, electricity in the Nordics is mainly imported to meet the demand 
in the Nordics itself, especially in the summer months, while at night the Nordics acts as an 
exporter by means of generation from hydropower plants. The number of power changes of the 
hydropower plants in the Nordics is therefore in most cases not more than two per day. Thus, 
the aggregated generation time series of the bidding zone NOs, which has the strongest con-
nection to the Central European countries and Great Britain, behaves similarly in all considered 
scenarios. This is also the case because the capacity of the PV system in every scenario is so 
enormous in comparison to the capacity of hydropower in the Nordics that these are dominating 
the correlated behavior of the hydropower of the Nordics. As a result, the flexibility demand in 
the Nordics is only slightly higher due to this described behavior in comparison to the present 
operation. Because of the enormous capacity of the PV systems of Central Europe and hydro-
power of the Nordics compared to the exchange capacities, the exchange capacities are mostly 
fully utilized either in the one and the other direction. This results in a flat demand curve with 
less flexibility demand, since the power change of the curve corresponds to the demand of flex-
ibility.  
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4.5 Investigating the results of the hydraulic unit commitment model 
In the following, further exemplary selected investigations are carried out on the basis of hydro-
power plant operation simulation. The investigations provide clarity on the flexibility demand of 
the Nordics considering different scenarios, as well as on the provision of flexibility from 
haudraulic power plants of the Nordics. In addition, the flexibly drivable turbine developed in the 
project will be used in some plants to analyze its utilization and benefits and to study the impact 
on the Nordic power plant park. A suitable selection of the plants to be flexibilized is part of the 
investigations and is carried out on the basis of certain criteria, which are already described in 
Section 3.3.2, and evaluation variables such as the degree of utilization and the total water con-
sumption. Then, it is examined how the different parameterizations of the scenarios affects the 
operation of the flexible and inflexible hydropower plants. In addition, it is analyzed which further 
effects and advantages a partial flexibilization of the hydropower plant fleet has. For this pur-
pose, the results of two simulations are compared, one with partial flexibilization and one with-
out flexibilization. Finally, the suspected dependency between the generation from wind tur-
bines and the flexibility demand in a bidding zone is further analyzed within a sensitity analysis. 

For the investigations a minimum operating time respectively minimum downtime of all non-
flexible plants of two hours is assumed. Accordingly, due to the model, only two classes are 
distinguished, more flexible plants without minimum operating time respectively minimum 
downtime and less flexible plants with a minimum operating time respectively minimum down-
time of two hours.  

First, in section 4.5.1, different flexibilization rates and flexibilization criteria are compared with 
each other regarding the total water consumption and the more flexible use of the more flexible 
plants. Subsequently, in Section 4.5.2 the results of the whole method of the pre-defined sce-
narios are evaluated. Furthermore, the advantages of a flexibilization of hydropower plants are 
highlighted in Section 4.5.3. Finally, a sensitivity analysis is carried out in Section 4.5.4, in which 
the Green Hydro Scenario for the year 2040 is supplemented by a further expansion of wind 
turbines in Norway. 

4.5.1 Consideration of different flexibilization rates and flexibilization criteria 
After it has already been found out that in the bidding zones of the Nordics partly different flex-
ibility demands emerge, the question arises, which and how many hydropower plants are most 
likely to be flexibilized and to receive the new turbine technology. For this purpose, different 
flexibilization criteria, which are already presented in Section 3.3.2, and flexibilization rates are 
investigated in the following. The objective of this study is to find a suitable selection of the 
plants to be flexibilized, which guarantees the most efficient use of the available water while at 
the same time optimizing the use of the flexibilized plants. A reasonable strategy of flexibiliza-
tion is thus obtained for a high average number of start/stop cycles of the more flexible plants 
with a simultaneous reduction of water consumption. For this study, the rule-based algorithm 
for the reference scenario of the year 2030 is applied for all flexibilization criteria defined in 
Section 3.3.2 at flexibilization rates between 10 % and 50 %. Additionally, in one case only the 
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reference sites are made more flexible. The flexibilization rates for a flexibilization of the Refer-
ence Sites are approx. 1.4 % in the NO bidding zone, approx. 8 % in NOs and approx. 8.6 % in SE 
(see Section 4.2). Figure 72 shows the total water consumption over the average total number 
of start/stop cycles of the more flexible sites per year for all 31 cases considered. 

 

Figure 72: Water consumption and average number of total cycles of the more flexible plants per year 
for different flexibilization criteria and flexibilization rates. 

The figure shows that a lower rate of flexibilization leads to a higher utilization of the more flex-
ible plants. The higher the rate of flexibilization is chosen, the more plants are used to cover the 
base load at low load fluctuations. This leads to a lower utilization of the more flexible plants 
and reduces the average number of start/stop cycles of the more flexible plants. The highest 
utilization of the more flexible plants with simultaneously low water consumption is thus 
achieved with the sole flexibilization of the reference sites. However, an increase in the rate of 
flexibilization could reduce the number of operating violations and the less flexible plants could 
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be used to a large extent only to cover the base load, which could contribute to a slower tech-
nical aging of the less flexible plants. When looking at the water consumption, it becomes ap-
parent that it is highest for almost all flexibilization criteria at a flexibilization rate between 20 % 
and 40 %. Only in the criterion where the most efficient plants are made more flexible (P-/Q ̇ ratio 
- descending), the water consumption is almost constant for all flexibilization rates. Since not 
only efficient plants are made more flexible in the other criteria, but these are very frequently 
used in the case of high load fluctuations at a flexibilization rate of up to 40 %, water consump-
tion increases by up to 20 % at flexibilization rates between 20 % and 40 %. At a flexibilization 
rate below 20 %, the share of inefficient flexibilized plants is comparatively low, so the selection 
of the plants to be flexibilized does not have a strong impact on water consumption. At a flexi-
bilization rate of more than 40 %, the water consumption and the number of total cycles of the 
more flexible plants are reduced again and are equalized for the different flexibility criteria, as 
the same plants are increasingly flexibilized and the inefficient flexibilized plants are only used 
in case of excessive load fluctuations or full load. 

4.5.2 Comparison of the results of the pre-defined scenarios 
This section examines how the scenario framework affects the operation of flexible and inflexi-
ble hydropower plants. In addition, the influence of the simulation year is checked. The compar-
ison of the scenarios is carried out exemplarily for a minimum operating time or minimum down-
time of the more inflexible plants of two hours and a flexibilization of the Reference Sites, since 
this flexibilization offers an optimal utilization of the technology advantages by an efficient use 
of the available water, as investigated in the previous section. Since the number of start/stop 
cycles of the more flexible and inflexible plants is a measure of the utilization of the technology 
advantages of the flexibilized plants in the individual scenarios, the evaluation and comparison 
of the scenarios is carried out below on the basis of the number of start/stop cycles. First, the 
results of the Reference scenarios are compared for the considered years 2025, 2030 and 2040. 
Then, the results of the different scenarios are presented for the years 2030 and 2040. 

Figure 73 shows the average number of start/stop cycles of the more flexible and less flexible 
plants of the individual bidding zones for the Reference Scenario for the observation years 2025, 
2030 and 2040 as a box diagram. The box corresponds to the area where the middle 50% of the 
power changes are located. The line in the middle of the box describes the median of the data. 
The antennas are a measure of the outliers of the distribution. When considering the scenario 
over several future points in time, it is noticeable that the average number of start/stop cycles 
of the more flexible plants increases over the years in all bidding zones. This could be related to 
the increasing installed capacity of wind turbines in the individual bidding zones (c.f. Figure 65) 
as well as to the number of power changes described in section 4.4 (c.f. Figure 69), which are 
used as a measure for the flexibility demand.  

Since there is only one flexibilized turbine in the bidding zone NO and the entire flexibility de-
mand has to be covered by this turbine, the largest utilization of the flexibilization benefits re-
sults for this turbine with more than 1300 start/stop cycles in all years under consideration. The 



109 
 

spread of the number of start/stop cycles is indicated by the height of the respective boxes. 
This is lower for the flexibilized plants in the bidding zone NOs than in the bidding zone SE. Since 
the load fluctuations in NOs are mostly relatively high due to the exchanges to Central Europe 
and Great Britain described in section 4.4.2, the more flexible plants are often used at the same 
time, which could explain the lower dispersion. Furthermore, it is noticeable that the average 
number of start/stop cycles of the more flexible plants is lowest in the NOs bidding zone. On the 
one hand, this could be explained by the exchanges to Central Europe and Great Britain. How-
ever, the lower installed capacity of wind turbines compared to the bidding zone SE could also 
influence the number of start/stop cycles.  

 

Figure 73: Number of start/stop cycles of the more flexible and less flexible plants in the Reference Sce-
nario for different years of observation and bidding zones. 

Regarding the more inflexible turbines, an increase of the average number of start/stop cycles 
from 2025 to 2040 can also be observed. However, the average number of start/stop cycles for 
these plants, with a median of around 200 cycles in all bidding zones considered, is many times 
lower than the number of start/stop cycles for the more flexible plants. However, it becomes 
apparent that in the future even the less flexible plants will not be used continuously to cover 
the base load, but will run one to two cycles per day in the summer months, mainly due to gen-
eration from PV plants in Central Europe and Great Britain. 

In order to investigate the influence of different future potential parameters, the results of the 
predefined scenarios are compared in the following. When considering the Prosumer, Reference 
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and Green Hydro scenarios for the year 2030, only minor differences can be identified (c.f. Fig-
ure 74). The differences in the parameterization of the scenarios only have a minor impact on 
the hydropower plant utilization and the resulting number of start/stop cycles of the more flex-
ible and less flexible plants for this year of observation. Only a more flexible use of the reference 
site in the bidding zone NO can be observed in the Green Hydro scenario compared to the other 
scenarios. Since the share of wind turbines is highest in this scenario, a connection between 
the share of wind turbines and the flexibility requirement can also be suspected. 

 

Figure 74: Number of start/stop cycles of the more flexible and less flexible plants of different scenarios 
and bidding zones for the observation year 2030. 

Also, by comparing the results of the individual scenarios for the observation year 2040, no sig-
nificant differences between the scenarios can be detected, analogous to the observation year 
2030 (c.f. Figure 75). For both the more flexible and the less flexible plants, the average number 
of start/stop cycles only varies by about 100 between the scenarios. 
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Figure 75: Number of start/stop cycles of the more flexible and less flexible plants of different scenarios 
and bidding zones for the observation year 2040. 

The results of the hydropower plant deployment simulation in the Nordics show that the differ-
ent characteristics and conditions of the individual scenarios have only a minor effect on the 
number of start/stop cycles of the plants. A flexibilization of hydropower plants, however, in-
creases the number of start/stop cycles by a significant factor in all scenarios considered. 

4.5.3 Flexibilization vs. no flexibilization 
This section examines the extent to which flexibilization changes hydropower plant operations 
of both the flexibilized and not flexibilized plants as well as the advantages and disadvantages 
of flexibilization. For this purpose, the number of operational violations, the number of start/stop 
cycles of the less flexible plants and the water consumption are investigated. In the case with a 
partly flexibilization of the power plant park, only the Reference Sites are assumed to be flexibil-
ized. For the more inflexible plants, a minimum operating time respectively a minimum down-
time of two hours is assumed. For the parameterization, the Reference Scenario for the year of 
observation 2040 is chosen as an example. The total number of all operational violations for the 
respective bidding zones is compared in Figure 76 for the partially flexibilized and non-flexibil-
ized power plant park. 
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Figure 76: Total number of operational violations in the respective bidding zone for flexibilization of ref-
erence sites and no flexibilization. 

The total number of all operational violations of the hydropower plants of the considered bidding 
zones in the case of no flexibilization with 2576 corresponds to about three times the total num-
ber of operational violations in the case of flexibilization of the reference sites with 852. The 
reduction of the operational violations becomes particularly clear in the bidding zones NOs and 
SE. Since the share of flexibilized plants is higher in these bidding zones than in NO (see Sec-
tion 4.2), it can be derived that a higher flexibilization rate results in a lower number of opera-
tional violations, which is correlated to a slower aging of the plant. 

In addition, Figure 77 shows the number of start/stop cycles of the less flexible plants per year 
for the case with flexibilization of the reference sites and the case without flexibilization as a 
box diagram. The graph shows that the number of start/stop cycles for inflexible plants is higher 
in the case without flexibilization than in the case with flexibilization in all bidding zones con-
sidered. In the bidding zone NO, the median number of start/stop cycles drops from 127 to 118.5, 
in NOs from 288.5 to 272 and in SE from 250 to 230. By flexibilizing the reference sites, the 
number of start/stop cycles of the less flexible plants can thus be reduced by more than 5 % on 
average in each bidding zone. 
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Figure 77: Comparison of the number of start/stop cycles of the less flexible plants with flexibilization 
of the reference sites and no flexibilization. 

Since an increased number of start/stop cycles as well as the violation of minimum operating 
time and minimum downtime leads to a faster aging of the inflexible plants, the lifetime of the 
power plant park can be extended by flexibilization of a part of the considered hydropower plant 
park. However, under certain conditions, such flexibilization may lead to additional consumption 
of available water with identical efficiency of the plant, unless the flexibilized plants also repre-
sent the most efficient plants in the hydropower plant park. The total water consumption of all 
bidding zones over one year for the investigated cases in this section is illustrated in Figure 78. 
The additional consumption of available water when the Reference Sites are flexibilized is about 
4 % compared to the case without flexibilization. 
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Figure 78: Water consumption of all bidding zones over one year with no flexibilization and with flexibili-
zation of Reference Sites. 

4.5.4 Sensitivity analysis 
In section 4.4.1, a dependency between the generation from wind turbines and the flexibility de-
mand in a bidding zone has already been suspected. This sensitivity analysis therefore exam-
ines the effect of a further expansion of wind turbines in Norway on the hydropower plant oper-
ation in the Nordics.For this purpose, the method developed in this study is applied to the Green 
Hydro scenario for the observation year 2040. An accelerated expansion of wind turbines in Nor-
way is assumed according to a scenario in (Skar and et al.). The generation capacity of wind 
turbines in Norway in this sensitivity analysis is 28 GW instead of 10.44 GW (c.f. Figure 65, Green 
Hydro Scenario 2040 NO plus NOs) (Skar and et al.). A comparison of the resulting number of 
start/stop cycles of the more flexible and less flexible plants of the Green Hydro scenario and 
the sensitivity analysis for the year 2040 is shown as a box diagram in Figure 79. 

Due to the further expansion of wind turbines in Norway, the number of start/stop cycles of the 
Reference Site in NO increases from approx. 1300 to approx. 2200. The average number of cy-
cles of the less flexible turbines in NO also increases. However, the number of start /stop cycles 
of the more flexible plants in NOs remains almost unchanged. In the bidding zone SE, there are 
also no significant differences in the number of start/stop cycles for both the more flexible and 
the less flexible plants. 
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Figure 79: Number of start/stop cycles of the more flexible and less flexible plants of different bidding 
zones for the Green Hydro scenario and the sensitivity analysis for the observation year 2040. 

To summarize, it becomes clear that the number of start/stop cycles of the more flexible plants 
and thus the need for flexibility increases in bidding zones with a high share of wind turbines. 
This effect is lower when the generation from PV plants of neighboring bidding zones influence 
the generation from hydropower plants of one's own bidding zone and the associated number 
of start/stop cycles of the more flexible plants is not too great, as is the case, for example, in 
the NOs bidding zone. Furthermore, it is noticeable that an expansion of wind power plants has 
hardly any effect on the number of start/stop cycles of the more flexible plants and the associ-
ated flexibility demand of a neighboring bidding zone. 
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4.6 Interim summary of results of the hydraulic unit commitment model 
Due to the diversity of selectable input parameters and future scenarios, several investigations 
have been carried out regarding the overall method. First, various flexibilization criteria and flex-
ibilization rates have been used to investigate which and how many hydropower plants need to 
be flexibilized in order to make optimal use of the technology advantages of the plants while 
minimizing overall water consumption. As a result, a flexibilization of the Reference Sites suits 
best and is therefore assumed for further investigations. 

Then, it was analyzed how the scenario framework of the different predefined scenarios affects 
the operation of the flexible and inflexible hydropower plants. The comparison of the scenarios 
is carried out exemplary for a minimum operating time or minimum downtime of two hours and 
a flexibilization of the Reference Sites. Due to the described influence of the generation from PV 
plants of Central Europe and Great Britain on the generation from hydropower plants of the Nor-
dics, the results of the market simulation, the first process step of th market based methodology, 
are relatively similar, which analogously results in a similar operation of the power plants in the 
hydraulic unit commitment model. Nevertheless, it is noticeable that the more flexible plants 
have a multiple of start/stop cycles compared to the less flexible plants. However, even the less 
flexible plants run one to two start/stop cycles per day in the summer months due to the influ-
ence of generation from PV plants in Central Europe and the UK. 

In order to examine the extent to which a partly flexibilization of the hydropower plant park 
changes hydropower plant operations of both the flexibilized and not flexiblized plants, the sim-
ulation results for an assumed partial flexibilization of the Nordic power plant parks, in which 
the Reference Sites were flexibilized, are compared to the results of a simulation with no as-
sumed flexibilization. The comparison has shown that a partly flexibilization of the hydropower 
plant park can reduce the operational violations of the less flexible plants by more than 60 %. In 
addition, the number of start/stop cycles of the less flexible plants is lower in the case of partial 
flexibilization. However, the water consumption in the case of partial flexibilization is about 4 % 
higher than in the case considered without flexibilization. With regard to slowing down the aging 
process of a power plant fleet, both the reduction in operational violations and the reduction in 
the start/stop cycles of the less flexible plants have a positive effect. 

Finally, a sensitivity analysis was carried out in which the method was applied to a scenario with 
an increased expansion of wind turbines in Norway, as indicators for a dependency of the flexi-
bility demand with the installed capacity of wind turbines in the respective bidding zones under 
consideration were identified in previous studies. In this analysis, a relation between an in-
creased flexibility demand and an expansion of wind turbines in the same bidding zone could 
be found. However, the expansion of wind turbines has only a minor impact on the flexibility 
demand of neighboring bidding zones. 
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5 Investigation of frequency stability 
This chapter contains the frequency stability investigation, which is performed by a time domain 
simulation to derive possible future flexibility needs in the Nordic power system. It is mainly 
divided into two parts: A validation of the models developed in this work and a frequency stabil-
ity investigation carried out to the Nordic power system. In Section 5.1 the validation of the 
models established in Section 3.4, a standard parameterization of the water turbine model (cf. 
Figure 57) is first applied to the IEEE 39 bus system. Subsequently, Section 5.2 carries out a 
simulation of the Nordic power system.  

As shortly explained in Section 3.1 a time domain simulation is only practicable for a short time 
period because of its high requirements of computional resources. Therefore, it is necessary to 
identify critical situations in grid operations, which may lead to frequency instabilities. These 
situations are given in grid operation with few operating rotating mass as synchronous genera-
tors and much electrical energy production by RES which are connected to the grid via convert-
ers. After identifying these situations different faults are applied to the power system and the 
resulting frequency series are analyzed. 

5.1 Validation of investigation method 
The dynamic response of the developed model firstly will be demonstrated using the "IEEE 39 
bus system", which is often referred to in the literature as the "10-machine New-England Power 
System". For the validation, two different fault cases are considered. On the one hand, a gener-
ation deficit is modeled by a sudden load increase. On the other hand, a line failure is considered. 
The line failure represents the consequence of a short circuit on a line and the subsequent dis-
connection. Figure 80 illustrates the IEEE 39 bus system.  

Hydropower plants with the basic configuration presented in Section 3.4.2 are connected to the 
grid via the ten synchronous generators. There are also 18 frequency-dependent loads on the 
grid, which are mapped using the exponential model, cf. Section 3.4.6. The nominal frequency 
is 60 Hz – in contrast to the nominal frequency of 50 Hz in the Nordic power system. However, 
this is not relevant for the following validation of the controller concept, as the display and eval-
uation of the results is carried out in the per unit system. Thus, the value 1 represents the nom-
inal frequency. The sampling rate for the time domain simulation is 10 ms which is suffi-
cient (Plassmann and Schulz 2013). Table 16 presents the parameters of the loads and genera-
tion units of the power system. The power flow calculation is based on the Newton-Raphson 
method  (Schwab 2017). 

Within the reference grid, a distinction is made between three different node types. Nodes 1 to 
29 are defined as load or PQ nodes. Their active and reactive power is predefined. Nodes 30 to 
39 are regulated or PV nodes. As can be seen from the name, the active power and the voltage 
are predefined at these nodes. In contrast, the phase angle and voltage are initially unknown. 
Generator 2 and the associated node 31 are defined as slack. For the reference node, the mag-
nitude ( = 1.  𝑝. 𝑢.) and phase angle of the voltage (𝜃 =  °) are assumed to be known. The 
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power fed into the grid by generator 2 corresponds to the deficit still to be covered between 
generation and consumption, taking into account any losses. (Schwab 2017) 

 

Figure 80: IEEE 39 bus system (IEEE Transactions on Automatic Control 2014). 

5.1.1 Deficit in production 
After completion of the power flow calculation, a dynamic simulation of the power system starts 
at time t = 0 s. Due to the selected initial states of the differential-algebraic equation system, no 
transient processes result. At time t = 1 s, there is a load increase at load 1, shown in red in 
Figure 80, by 400 % to 1610 MW. In the following, there is a generation deficit in the entire syn-
chronous grid system.  

Figure 81 shows the angular frequency in the power system at the 18 loads. The relationship 
between the angular frequency of the synchronous generators and the grid frequency can be 
seen via the connection described in Section 3.4.1.1. On average, the grid frequency corre-
sponds to the rotor angular speed of the synchronous machines connected to the respective 
node. The frequency decreases within the first seconds and recovers to a steady state at the 
end of the simulation. As an example, the frequency curve of the loads is examined in more 
detail at this point: The local angular frequency at load 1 drops particularly sharply. At this node, 
there is the highest generation deficit, which cannot be covered instantaneously by the genera-
tion units.  
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Figure 81: Frequency response after load increase. 

5.1.2 Line Outage 
In the following, a line failure marked in red in Figure 80 after one second is considered. Similarly, 
Figure 82 shows the course of the angular frequency over time.  

 

Figure 82: Frequency response after line outage. 

 

Focus area
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An ambivalent frequency curve can be seen. While the local frequency at a few loads initially 
increases at the time of the line failure, the frequency at other loads decreases. An explanation 
for this is that the line failure changes the network topology, which leads to a shift in the load 
flow. At the load nodes, which have a close galvanic coupling to the generation units, there is a 
generation surplus shortly after the line failure. The mechanical (turbine) power exceeds the 
electrical power consumed by the loads. Meanwhile, a generation deficit results immediately at 
poorly coupled load nodes. Due to the relatively weak meshing, the supply to the loads is no 
longer guaranteed. At the time of the line failure, the active power demand exceeds the active 
power supply at these nodes. Overall, frequency oscillations can be seen over the course of time. 
The speed control regulates continuously and tracks the feed-in of the frequency change. In 
summary, the frequency curve can be validated by considering the transients resulting from a 
generation deficit or line failure.  

Finally, Figure 83 compares the quasi-stationary behaviour for both fault cases. The observation 
period is 60 seconds. The mean value of the local frequencies of the load buses is plotted. In 
accordance with the previous explanations, a load increase of 400 % at load 1 and a line failure 
are considered at the time of the fault at t = 1 s. The load increase is then compared with the 
line failure. 

 

Figure 83: Quasi-stationary behaviour after load increase or line failure. 

A comparison of the frequency curves shows that there is an underfrequency from the load in-
crease in the period between 1 and approx. 36 seconds. The maximum frequency deviation is 
present at approx. 8 seconds. This can be explained by the existing generation deficit and the 
resulting loss of kinetic energy of the synchronous generators. In the further course, the con-
troller increases the mechanical power input to the generator and accelerates the rotor so that 
the frequency increases. At approx. 36 seconds the frequency is at nominal frequency for the 
first time, but overshoots it in the further course until it reaches and stays at the nominal fre-
quency. In contrast, the frequency oscillates in the event of a line failure in the period between 
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one and approx. twelve seconds, whereby the local maxima of the oscillation at t = 2 s represent 
an overfrequency. After twelve seconds a quasi-stationary state is reached. 

5.1.3 Comparison of the power plant configurations 
A typical problem of field measurements is the identification of a representative object of inves-
tigation - in this case a representative hydropower plant (Saarinen 2015). Different parameteri-
zations strongly influence the change of the valve position and thus the mechanical power in 
response to frequency deviations. The gain factors of the integrative link ( 𝑖) and the propor-
tional link ( 𝑝), as well as the time constant of the inlet servo motor (𝑇𝐺) and the static (𝑅𝑝), 
which have been explained in detail in Section 3.4.2.2. 

In the following, three simulations are performed to consider the effects on the frequency re-
sponse, when the electrical feed-in power and the mechanical power plant output if the genera-
tion units of the IEEE 39 bus system only consist of hydropower plants of only one configuration 
listed below for each simulation to validate their behavior according to their parametrization. 
Table 14 shows the different configurations. 

Table 14: Parameter configurations of the different power plants 

Parameters Configuration 1 Configuration 2 Configuration 3 

𝑲𝑰 0.417 0.2 0.24 

𝑲𝑷 2.0 3.0 1.2 

𝑻𝑮 0.3 0.15 0.3 

𝑹𝑷 0.04 0.06 0.06 

 

At time t = 1 s, there is a load increase at load 1 by 400 % to 1610 MW and the average frequency 
in the grid is considered. Figure 84 first shows the grid frequency over time. The local frequen-
cies have been normalized to their mean value in order to represent the average frequency pre-
vailing in the network. For all power plant configurations, the frequency is decreasing for the 
first seconds after the fault. The power supply is dominated by the instantaneous reserve during 
this period. The characteristic time behaviour of the individual power plant configurations mod-
elled can be observed after this period: As time progresses, three different frequency character-
istics emerge. A comparison of the extremes shows that the global minimum frequency of 
power plant 1 is above that of power plant 2 and power plant 3. This can be explained by the 
lower time constant of the gate. The frequency deviation of configuration 1 is lower than of 
configuration 3 because of the higher proportional and integral gain. After about 100 seconds, 
a new stable operating point at a frequency of 1 p.u. is reached. Comparing the three power 
plant configurations shown, the second has the fastest step response and the lowest global 
minimum but takes longer to reach a state near the nominal frequecy. 
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Figure 84: Frequency of power plant configurations 1-3. 

For a more detailed understanding of the connection between the generation deficit and the 
frequency curve, the mechanical power and the electrical power are shown in Figure 85. Both 
quantities are normalized to the base power of 100 MVA and summarized over the 10 power 
plants.

 

Figure 85: Mechanical and electrical output of power plant configurations 1-3. 
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At the time of the fault, the electrical power jumps instantaneously to 113.5 % of the initial state. 
In the further course, the electrical power oscillates and decreases, which can be explained by 
the frequency dependence of the load hence the load power decreases with falling frequency. 
The mechanical turbine power rises not as much as the electrical power which explaines the 
decreasing rotor speed: the electrical energy is drawn from the kinetic energy of the rotor. In the 
further course of time, the mechanical power is successively increased, but remains below the 
electrical power during the time range considered in Figure 85. Depending on their time con-
stants, the power plants can increase their turbine output at different rates.  

If the previously analyzed frequency curve is taken into account, this picture can be verified. 
Figure 86 shows the ratio of mechanical to electrical power. If the electrical power exceeds the 
generated mechanical power, the frequency drops (cf. Section 2.2.2). In the steady state, the 
ratio is 1, as the efficiency is not taken into account. There is no change in the frequency. 

 

Figure 86: Ratio of mechanical power to electrical power. 

Up to approx. three seconds, the frequency at at configurations 1 and 3 is at or below the fre-
quency curve resulting from power plant configuration 2. In the further course, the mechanical 
power provided at configuration 1 in the period under consideration exceeds that of the other 
two power plant configurations. For all power plant configurations, the ratio is approx. 1 from a 
certain point in time. It is valid that power plant configuration 2 leads to a faster mechanical 
power increase than the other two power plants because of its lower gate time constant and 
that power plant configuration 1 leads to the highest ratio at a point after three seconds because 
of its higher integrative gain compared to power plant 1 and 2. 

You can draw the conclusion that the models presented in Section 3.4 show a plausible behavior 
for different types of faults (generation deficit by load increase and power flow shift by line out-
age) and for different parametrizations. The next section carries out the simulations from the 
IEEE 39 bus system to the Nordic transmission grid.  
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5.2 Frequency stability investigation in NORDEL grid 
In the following section, different fault scenarios and their effects on frequency stability and 
possible flexibility needs in the Nordic transmission grid are analysed. Since HVDC transmission 
capacities today are available only for scheduled energy transmission, the investigations do not 
include power systems which are connected to the Nordic transmission system via HVDC.  

To derive possible flexibility needs in the future, to different relevant scenarios from view of the 
frequency stability are investigated: First, a model of the power plant park of the Nordic power 
system is chosen to represent power system as it is today. Second, the nuclear power plants 
are phased out and replaced by wind power plants. 

Figure 87 shows the geographical locations of the reference sites in the Nordic transmission 
grid. The voltage levels of the transmission grid are highlighted in colour: Red colour symbolises 
380 kV, blue colour 330 kV and green 220 kV. In addition, the fault locations investigated in the 
further course are drawn in. Five hydropower plants with specific parametrizations provided by 
the plant operators, have been chosen as reference sites within this project: Bratsberg, Kvilldal, 
Lysebotn 2, Porjus and Stornorrfors. 

 

Figure 87: Geographical location of the reference sites. 

In total, there are 1105 power plants in the IAEW grid model that is based on the TYNDP for the 
year 2030. 819 of these powerplants are generators coupled synchronously to the grid and 286 
powerplants are based on RES. The associated synchronous generators are each equipped with 
an excitation system, a turbine and a governor and – except the reference sites – parametrized 
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corresponding to their nominal electrical power output as described in (Anderson 2002). Within 
the power plants with a power output of more than 20 MW, a division is made according to the 
generation technology, so that a distinction is made between 5 nuclear power plants, 6 coal 
power plants, 24 gas power plants, 12 oil power plants, 528 hydropower plants and 5 non-RES 
power plants without further classification. The feed-in of the power plants was taken from the 
results of the market simulation performed in Chapter 4. RES units as well as hydropower plants 
that are in pumping mode and consequently have a negative output from a grid perspective are 
modeled as constant power loads that do not provide any ancillary services in case of disturb-
ances in the power to create worst-case scenarios from the point of frequency stability. Addi-
tionally, there are 244 real loads that are modeled as frequency-dependent loads. There are also 
16 HVDC lines connected to the Nordic transmission system. 

For the starting solution, the hour with the least synchronously coupled power plants from a 
night at the end of November was chosen. The total electrical energy production is 45.1 GW and 
the load is 44.2 GW. Therefore, the power loss of the electrical grid is approx. 0.9 GW. The is no 
infeed of PV power plants and the infeed of wind power plants is approx. 11.5 GW while the 
infeed of power plants with synchronous coupling to the grid is approx. 23.8 GW. The power 
output of the hydraulic power plants is 15.2 GW and the power output from thermal power plants 
is 8.6 GW. Table 15 shows the power import (in total: 9.8 GW) and export (in total: 3.1 GW) to the 
Nordic power system via HVDC. Positive values describe a power import to the Nordic power 
system while negative values describe a power export. 

Table 15: Power import to the Nordic power system via HVDC 

HVDC transmission line Power import [MW] 
DK-NO 1700 
GB-NO 1 1400 
GB-NO 2 1400 
DE-NO 1400 
NL-NO 700 
DK-SE 740 
LT-SE -700 
PL-SE -600 
DE-SE 1 615 
DE-SE 2 700 
EE-FI 1 -221 
EE-FI 2 -393 
Dannebo FS II -800 
Finnboele FS I -400 
Rauma FS 1 374 
Rauma FS 2 771 
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The fault types investigated within this work are: 

- Load increases 
- Power plant outages 
- Line outages 
- Wind gusts 

The location of the faults is chosen to cause the maximum amount of stress to the system and 
differs between the investigations. The objective is to evaluate the flexibility potentials of the 
reference power plants for different fault cases. First, three load increases within the Nordic 
power system are investigated. Stockholm for Sweden, Helsinki for Finland and Oslo for Norway, 
each as the most populous city, were chosen as representative locations (City Population). Af-
terwards power plant outages, line outages and wind gusts are applied to the grid as fault situ-
ations.  

Each investigation is also carried out to a future Nordic power system where nuclear power 
plants are replaced by wind power plants. To investigate worst-case scenarios, the wind power 
plants are modeled as negative constant power loads without any ancillary services in case of 
disturbances in the power system. 

Since the present work is dedicated to the investigation of frequency stability in the Nordic 
power system, primarily the frequency curves resulting from the faults that cause an imbalance 
between electrical energy production and consumption are analyzed. The objective is to enable 
a qualitative evaluation of the existing interactions in the grid and to derive possible flexibility 
needs in the future Nordic power system. 

5.2.1 Load increase in load centers 
Firstly, different load increases in load centers are investigate in the city of Stockholm, Oslo and 
Helsinki (only one load increase per simulation). After the simulation time of one second, the 
active power consumption in one of the load centers increases abruptly by 2050 MW which is 
equal to the dimensioning of the FCR-N and FCR-D in the Nordic power system. Figure 88 exem-
plary shows the frequency curves of the nodes to which the reference power plants are con-
nected for a load increase in Stockholm until a steady state is reached. The solid line represents 
the status quo and the dashed line the future Nordic power system. 

The frequency at the nodes of the reference power plants shows a similar curve with a few de-
viations depending on the electrical distance to the fault location for each scenario. The minimal 
frequency is approx. 49.53 Hz for the status quo and 49.52 Hz for the future scenario, respec-
tively and the steady state frequency is approx. 49.98 Hz for both scenarios. The frequency is 
more oscillating in case of the future scenario because of the lower damping and has a lower 
nadir because of the lower rotating mass after the phase out of the nuclear power plants. But in 
the given situation the (mostly) hydraulic power plants operating are able to stabilize the power 
system in a similar manner. The comparison between the status quo and the future scenario 
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shows that there is no need for additional flexibility to maintain the frequency stable in case of 
disturbances in the Nordic power system caused by a generation deficit of 2050 MW. 

The frequency series of the reference sites for load increases in Oslo and Helsinki are not dis-
played here because of their very similar curves and can be found in Figure 92 and Figure 93 in 
Appendix 1. 

 

Figure 88: Frequency response after load increase in Stockholm. 

5.2.2 Power plant outage 
Besides a generation deficit by increasing loads, a generation deficit can be caused by power 
plant outages. The following investigation considers a multiple hydropower plant outage within 
the Nordic power system at the power plants of Värme power plant, Naturkraft CCPP gas power 
plant and Harsprånget hydropower plant for both the status quo and the future scenario. Their 
total power infeed in the given starting solution is approx. 1500 MW. After one second, the out-
ages occur. Figure 89 shows the local frequencies of the reference sites.  

The frequency nadir is reached at 49.65 Hz after approx. 8.5 seconds for the status quo (solid 
line) and in the future scenario (dashed line). The frequency reaches steady state after 40 sec-
onds with a value of 49.98 Hz. This investigation shows that even a multiple power plant outage 
of Norwegian hydropower plants does not endanger frequency stability in the Nordic power sys-
tem for both scenarios under the given situation and modelling assumptions. 
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Figure 89: Frequency response after multiple power plant outage. 

5.2.3 Wind gusts  
In the following, an imbalance with a generation surplus caused by windgusts is investigated. 
On the south coast of Sweden (cf. Figure 87), there is a sudden increase in feed-in from wind 
turbines by 3000 MW. As a result, there is a generation surplus in the Nordic power system, the 
consequence of which is an overfrequency.  

Figure 90 shows the frequency response for both scenarios, the status quo (solid lines) and the 
future scenario (dashed lines). The average grid frequency first increases after the wind gusts 
are applied after one second. This is plausible because the generation surplus resulting from 
the increased feed-in of the wind turbines is stored in the synchronous machines in the form of 
kinetic energy: Based on the results, it is clear that the average speed of the synchronous ma-
chines subsequently increases uniformly. After approx. 9 seconds the maximum frequency of 
approx. 50.83 Hz and 50.85 Hz is reached, respectively. This can be explained by the less rotat-
ing masses of the synchronous generators of nuclear power plants, which have been replaced 
by wind power plants. After 30 seconds a steady state is reached. At that point the average grid 
frequency is 50.00 Hz for both scenarios.  
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Figure 90: Frequency response during wind gusts. 

The results of the time series for wind gusts as one possible type of disturbance, which causes 
a generating surplus in the power system, show that they can be handled in today’s and the 
future scenario of the Nordic power system. 

5.2.4 Line outage  
Finally, a line failure in Norway is considered for both the status quo and the future scenario. 
The 380 kV line spanning between Trondheim and the connection node of the Nea hydropower 
has a length of 98.7 km and a rated line current of 2720 A. Several generation units are directly 
connected to the node of hydropower plant Nea. The changed network topology causes a new 
power flow and its consequences are investigated by the dynamic behavior of the reference 
sites. The line outage occurs after one second and is set back to operation after two seconds. 

Figure 91 shows the local frequencies of the reference sites. The small oscillatory deviations 
from the nominal frequency can be explained by the spinning reserves going through a balanc-
ing process that is caused by the new power flow. After approx. five seconds the oscillations 
decay and the frequency at the nodes of the reference sites is set back to 50 Hz. In line of this 
line outage the frequency deviations for the future scenario are higher than for the status quo 
because of the less damping of wind power plants compared to nuclear power plants. 
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Figure 91: Frequency response after line outage. 

You can draw the conclusion that this line outage is no threat to the frequency stability at all 
and therefore no additional flexibility in the Nordic power system for both the status quo and 
the future scenario. 
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5.3 Interim Summary 
This chapter investigates the flexibility needs of the Nordic power system. At first, the governor 
model provided by the operators of the reference sites are tested with exemplary parametriza-
tions and validated on the IEEE 39 bus system. The validation shows that the governor model 
and its parametrization are plausible. Within a second step the investigations were carried out 
to the Nordic power system for two different scenarios: for one scenario today’s power plant 
park is considered and for the second scenario the nuclear power plants are substituted by RES. 
To create worst-case scenarios all RES power plants are connected to the grid as negative con-
stant power loads that do not provide any ancillary services in case of disturbances in the power. 
Different types and locations of faults were applied to the power system and the scenarios are 
compared to each other. The investigations show that the deviation of the frequency from the 
nominal frequency is slightly higher and reached earlier which can be explained by the less spin-
ning reserve because of the phase out of the nuclear power plants. Frequency stability within 
the Nordic power system is guaranteed for all load and fault situations in both scenarios con-
sidered and there is no need for additional flexibility for grid operation under the given assump-
tions and for the models used. To represent the dynamic behavior in a more detailed way it is 
necessary to use more detailed models of all power plants in the Nordic power system and 
speed governing systems of more than just the five reference sites that have been chosen for 
the HydroFlex project. Also, the impact of RES that are connected to the grid via converters and 
their dynamic behavior are neglected within this work. 
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6 Conclusion 
In the context of climate change and the climate policy goals of the European Union (EU), the 
European power system is undergoing a structural transformation to a CO2-neutral system. At 
the EU summit in December 2020 it was decided to reduce greenhouse gas emissions internally 
by at least 55 % net by 2030 compared to 1990 (European Council 2020). Accordingly, genera-
tion plants based on RES are increasingly replacing conventional thermal generation plants 
such as lignite and coal-fired power plants. The high volatility and difficult predictability of re-
newable energies – especially wind turbines and PV systems – pose a challenge for the design 
of the power system. In addition, some European countries such as Germany and Belgium are 
planning to phase out nuclear power by 2022 and 2025 respectively and replace the resulting 
loss of electricity generation with generation from RES. It is expected that this expansion will 
lead to an increased need for flexibility within the European power system due to the supply 
dependence of these generation plants. Furthermore, the increasing power feed-in via convert-
ers and the lack of synchronous coupling on the one hand, as well as the reduction of rotating 
masses in the grid on the other hand, change the dynamic behaviour of the grid. The stabilizing 
influence of the rotating masses on the grid frequency as a momentary reserve is lost, as RES 
that are connected to the grid via converters do not intrinsically contribute to power system 
stability (Forschungsverbund erneuerbare Energien 2014). Therefore, the objective of this guide 
is to identify and describe the demands hydropower plants will be confronted within future 
power systems. The focus is on identifying dynamic loads such as those resulting from provid-
ing high ramping rates and frequent start-stop cycles. In order to achieve this main objective, 
market simulations to analyse the time interval before physical fulfilment and stability simula-
tions to analyse real-time operations are conducted. 

To provide the necessary flexibility, different options are available, which provide flexibility in 
different ways. Hydro storage power plants, such as those in operation in the Nordic and the 
Alpine region, can provide flexibility both by adjusting generation and by shifting generation over 
time. In the case of pumped storage power plants, flexibility can also be provided on the con-
sumer side for the power system. Another form of flexibility, as inertia and primary control re-
serve, is needed in case of disturbances in grid operation to keep the grid frequency near to its 
nominal frequency. Since the flexibility requirement is strongly dependent on the volatility of 
electricity generation from supply-dependent generation plants, the volatility of the generation 
time series from wind turbines and PV plants has been quantified using a method developed as 
part of the analysis. In order to ensure that the described flexibility represents a systemic added 
value for the entire European power system, it needs to be transferred from the Nordics to con-
tinental Europe via the existing HVDC links. 

The used toolchain contains three parts in order to identify the demand for flexibility both before 
physical fulfillment and in real-time operations: A European power market simulation, grid oper-
ation simulations and time domain simulations to investigate frequency stability. The market-
based method for simulating hydropower plant operations of highly complex hydropower plant 
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parks is divided into two steps in order to cope with the complexity and the amount of con-
straints which come with the simulation of interconnected hydropower plant parks. In the first 
step of the method, a market simulation is carried out with the objective of minimizing the power 
generation costs. In this market simulation, hydropower plants are aggregated in bidding zones 
with strongly interconnected hydropower plant parks. Furthermore, the market simulation is car-
ried out in hourly temporal resolution to reduce the computing time. In the second step, a de-
tailed quarter-hourly hydropower plant schedule is calculated based on the hydropower plant 
schedules from the market simulation, which were previously optimized in an aggregated man-
ner due to the complexity. The hydropower plant park is disaggregated in this process step. The 
objective of this algorithm is the optimal operation of the plants with regard to their technical 
restrictions. In the third step, dynamic models follow to adequately represent the balancing pro-
cesses that take place after a disturbance occured. Conventional generation units are modeled 
as coherent models of synchronous generator, excitation system, turbine and speed controller. 
The frequency dependence of the load is also taken into account.  

In this study, the results of the market simulation have been analyzed with respect to the flexi-
bility needs of the Nordics and Central Europe for different future scenarios. In this context, the 
power changes of the aggregated hydraulic time series of the Nordics have been used to evalu-
ate the flexibility provision of the hydropower plants for the different scenarios. It was deter-
mined that the generation from PV systems in Central Europe and Great Britain, which capacity 
increases enourmous in the future scenarios, influences the hydropower plant operation in the 
Nordics. During the day, electricity in the Nordics is mainly imported to meet the demand in the 
Nordics itself, especially in the summer months, while at night the Nordics acts as an exporter. 
The number of power changes of the hydropower plants in the Nordics is therefore in most cases 
not more than two per day. Thus, the aggregated generation time series of the bidding zone NOs 
in the south of Norway, which has the strongest connection to the Central European countries 
and Great Britain, behaves similarly in all considered scenarios. As a result, the flexibility de-
mand in the Nordics is only slightly higher due to this described behavior in comparison to the 
present operation from the spot market perspective.  

Due to the diversity of selectable input parameters and future scenarios, several investigations 
have been carried out regarding the overall method. First, various flexibilization criteria and flex-
ibilization rates have been used to investigate which and how many hydropower plants need to 
be flexibilized in order to make optimal use of the technology advantages of the plants while 
minimizing overall water consumption. As a result, a flexibilization of the Reference Sites suits 
best and is therefore assumed for further investigations. 

Then, it was analyzed how the scenario framework of the different predefined scenarios affects 
the operation of the flexible and inflexible hydropower plants. First, the results of the hydraulic 
unit commitment model were relatively similar between the scenarios as already with the aggre-
gated results. Due to the same reasons according to PV generation, the unit commitment of 
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individual hydropower plants did not differ much between scenarios. Nevertheless, it is notice-
able that the more flexible plants have a multiple of start/stop cycles compared to the less flex-
ible plants. However, even the less flexible plants run one to two start/stop cycles per day in the 
summer months. 

Upon that, we investigated a partly flexibilization of the hydropower plant park. In this case, we 
assumed only the Reference Sites to be flexibilized. The comparison between another simula-
tion run without any flexibilization showed that a partly flexibilization of the hydropower plant 
park can reduce the operational violations of the less flexible plants by more than 60 %. In addi-
tion, the number of start/stop cycles of the less flexible plants is lower in the case of partial 
flexibilization. With regard to slowing down the aging process of a power plant fleet, both the 
reduction in operational violations and the reduction in the start/stop cycles of the less flexible 
plants have a positive effect. 

Finally, a sensitivity analysis by simulating another scenario with an increased expansion of 
wind turbines in Norway followed. Following previous studies, this analysis should investigate 
a possible relation between flexibility demand and wind turbines in the respective bidding zones. 
In this analysis, a relation between an increased flexibility demand and an expansion of wind 
turbines in the same bidding zone could be found. However, the expansion of wind turbines has 
only a minor impact on the flexibility demand of neighboring bidding zones. 

To investigate the flexibility needs in the Nordic power system, time domain simulations were 
carried out. At first, the governor model provided by the operators of the reference sites are 
tested with exemplary parametrizations and validated on the IEEE 39 bus system. The validation 
shows that the governor model and its parametrization are valid. Within a second step the in-
vestigations were carried out to the Nordic power system for two different scenarios: For one 
scenario today’s power plant park is considered and for the second scenario the nuclear power 
plants are substituted by RES. To create worst case scenarios all RES power plants are con-
nected to the grid as negative constant power loads that do not provide any ancillary services 
in case of disturbances in the power system. Different types and locations of faults were applied 
to the power system and the scenarios are compared to each other. The investigations show 
that the deviation of the frequency from the nominal frequency is slightly higher and reached 
earlier which can be explained by the less spinning reserve because of the phase out of the 
nuclear power plants. Frequency stability within the Nordic power system is guaranteed for all 
load and fault situations in both scenarios considered and there is no need for additional flexi-
bility for grid operation under the given assumptions and for the models used. To represent the 
dynamic behavior in a more detailed way it is necessary to use more detailed models of all power 
plants in the Nordic power system and speed governing systems of more than just the five ref-
erence sites that have been chosen for the HydroFlex project. Also, the impact of RES that are 
connected to the grid via converters and their dynamic behavior are neglected within this work.  
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Appendix 1 

Table 16: Power and voltage setpoints in the New England IEEE 39-bus system (Pai 1989) 

Bus Bus 

Type 

Voltage 

[p. u.] 

Load Generation 

MW MVar MW MVar No. 

1 PQ  0.0 0.0 0.0 0.0  

2 PQ  0.0 0.0 0.0 0.0  

3 PQ  322.0 2.4 0.0 0.0  

4 PQ  500.0 184.0 0.0 0.0  

5 PQ  0.0 0.0 0.0 0.0  

6 PQ  0.0 0.0 0.0 0.0  

7 PQ  233.8 84.0 0.0 0.0  

8 PQ  522.0 176.0 0.0 0.0  

9 PQ  0.0 0.0 0.0 0.0  

10 PQ  0.0 0.0 0.0 0.0  

11 PQ  0.0 0.0 0.0 0.0  

12 PQ  7.5 88.0 0.0 0.0  

13 PQ  0.0 0.0 0.0 0.0  

14 PQ  0.0 0.0 0.0 0.0  

15 PQ  320.0 153.0 0.0 0.0  

16 PQ  329.0 32.3 0.0 0.0  

17 PQ  0.0 0.0 0.0 0.0  

18 PQ  158.0 30.0 0.0 0.0  

19 PQ  0.0 0.0 0.0 0.0  

20 PQ  628.0 103.0 0.0 0.0  

21 PQ  274.0 115.0 0.0 0.0  

22 PQ  0.0 0.0 0.0 0.0  
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23 PQ  247.5 84.6 0.0 0.0  

24 PQ  308.6 -92.0 0.0 0.0  

25 PQ  224.0 47.2 0.0 0.0  

26 PQ  139.0 17.0 0.0 0.0  

27 PQ  281.0 75.5 0.0 0.0  

28 PQ  206.0 27.6 0.0 0.0  

29 PQ  283.5 26.9 0.0 0.0  

30 PV 1.0475 0.0 0.0 250.0  Gen 10 

31 PV 0.9820 9.2 4.6   Gen 2 

32 PV 0.9831 0.0 0.0 650.0  Gen 3 

33 PV 0.9972 0.0 0.0 632.0  Gen 4 

34 PV 1.0123 0.0 0.0 508.0  Gen 5 

35 PV 1.0493 0.0 0.0 650.0  Gen 6 

36 PV 1.0635 0.0 0.0 560.0  Gen 7 

37 PV 1.0278 0.0 0.0 540.0  Gen 8 

38 PV 1.0265 0.0 0.0 830.0  Gen 9 

39 PV 1.0300 1104.0 250.0 1000.0  Gen 1 
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Figure 92: Dynamic behavior of reference sites after load increase in Oslo 
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Figure 93: Dynamic behavior of reference sites after load increase in Helsinki 




