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Overview 
The AI Act is structured to regulate AI comprehensively across all sectors. It categorises AI systems 
(AIS) based on the level of risk associated with their intended use, with the most stringent 
obligations placed on what is defined as high-risk AIS (HRAIS). Additionally, the AI Act regulates 
general-purpose AI (GPAI) models, with obligations tiered according to the systemic risk these 
models may pose. 
 
The AI Act is designed to regulate AI providers established within the EU and in third countries. It 
affects deployers if they operate within the EU. To prevent circumvention, the AI Act also applies to 
deployers established in third countries if the output produced is intended for use in the EU. For 
example, this applies when an EU operator contracts services for activities classified as high-risk 
under the AI Act. 
 
Similar to the GDPR and other recent EU digital regulations, the AI Act imposes substantial fines, 
which can reach up to EUR 35 million or 7% of the global annual turnover, depending on which 
amount is greater.  
 
Timeline. When will the AI Act start to apply? 
The AI Act will be implemented in phases: 
 

1. February 2025. The first phase will introduce prohibitions on certain AI practices and 
mandate AI literacy requirements. Although regulatory bodies to oversee and enforce the 
AI Act are not expected until later in time (establishment planned by August 2, 2025), the AI 
Act anticipates prohibitions to positively impact other areas, such as civil law procedures. 
 

2. August 2025. The second phase will introduce requirements for GPAI. 
 

3. August 2026. The majority of the rules concerning AIS/HRAIS will come into effect. 
 

 
Grace period: 
 
The AI Act mandates that HRAIS already on the market or in service before its application will only 
be subject to the new rules if they undergo substantial modification after August 2026. 
Exceptionally, operators of HRAIS used by public authorities must comply with the AI Act by August 
2030, regardless of substantial design or purpose modifications. 
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Prohibitions 
The AI Act will ban certain AIS that are considered to pose an unacceptable risk. Specifically, the AI 
Act will prohibit AIS that manipulates or exploits real-time remote biometric identification in public 
spaces for law enforcement purposes, except in narrowly defined situations. It will also prohibit AIS 
that compile facial recognition databases through the untargeted scraping of images from the 
internet or CCTV footage and those that perform biometric categorisation to deduce sensitive data 
about individuals. There is a forbidden use case that can affect multiple organisations. In this 
regard, companies and educational institutions should be aware that the mere use of AIS to infer 
the emotions of employees or students is prohibited.  
 
AI literacy requirements 
AI literacy, set to be required from Q2 2025, aims to equip providers, deployers, and affected 
persons with the essential knowledge required to make informed decisions about AIS. This includes 
understanding the technical elements during the development phase, appropriate measures 
during use, methods for interpreting outputs, and the impact of AI-supported decisions on 
individuals. The European AI Board is anticipated to assist the Commission in advancing AI literacy 
tools and public awareness. Despite these measures, the primary responsibility ultimately resides 
with AI operators. 
 
GPAI requirements 
Providers of GPAI models, also known as “foundation models”, will be required to prepare the 
following: 

• technical documentation, 
• policy to comply with copyright and related rights (Directive EU 2019/790), 
• summary of the data used for training. 

 
The minimal set of elements to be included in the technical documentation is determined in Annex 
XI. It includes a description of the GPAI model’s intended use, applicable acceptable use policies, 
architecture, licence, design specifications, and training process details. The training data summary 
must be sufficiently detailed and publicly available. The logic behind the latter requirement is to 
facilitate copyright holders to exercise their rights; thus, the summary should be generally 
comprehensive in scope but not technically detailed to endanger trade secrets or confidential 
information. Providers are meant to list the main data collections or sets that went into training 
the model, such as large public or private databases or data archives, accompanied by a narrative 
explanation about other data sources used. The AI Office is expected to offer a template for this 
summary. 
 
GPAI models will be considered models “with systemic risks” if the cumulative amount of 
computation power used for training is greater than 1025 floating point operations (FLOPs). To date, 
GPT-4 and Gemini Ultra surpass this threshold. Providers of such models are required to identify 
and mitigate these risks and ensure adequate cybersecurity protection. Additionally, for GPAI 
models deemed to have systemic risks, risk-management policies must include provisions for post-
marketing monitoring and the reporting of serious incidents. 
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AIS requirements 
The AI Act applies to AIS, which are broadly defined by 
their key characteristic: the ability to infer outputs, such 
as predictions, content, recommendations, or decisions, 
that can influence physical and virtual realities and to 
derive models or algorithms, or both, from inputs or data. 
 
The AI Act follows a risk-based approach and categorises 
AIS into two groups: AIS and HRAIS. Typically, HRAIS are 
identified by reference to specific areas pre-defined in 
annexes to the AI Act, which the Commission plans to 
update annually. 
 
However, derogations are possible. An AIS is not considered HRAIS if it does not significantly 
influence decision-making or harm protected legal interests. This is the case when the AIS performs 
narrow procedural tasks, enhances outcomes of previously completed human activities, detects 
patterns without replacing human assessment, or prepares data for further assessment. Examples 
include AIS that classify incoming documents, detect duplicates, improve language by aligning text 
to a certain brand messaging, flag potential anomalies, or provide solutions for translations. 
However, no derogations are possible in certain areas. For instance, all AIS in critical infrastructure 
are classified as HRAIS, as are all AIS used in remote biometric identification due to their reliance 
on sensitive data. 
 
The requirement to train staff and increase AI literacy applies to all AIS operators, regardless of 
whether AIS is high-risk or not. AIS not deemed high risk may be voluntarily registered in the EU 
database to be created by the Commission. AIS classified as non-HRAIS due to a derogation still 
must register themselves in the EU database. 
 
Furthermore, AIS that are not HRAIS but are intended to interact with people or generate content 
are subject to specific transparency obligations due to risks of impersonation or deception. 
Specifically: 

• Individuals must be notified that they are interacting with an AIS unless it is obvious from 
the perspective of a user “who is reasonably well-informed, observant and circumspect 
taking into account the circumstances and the context of use”. 

• Individuals must also be informed when exposed to AIS, which processes biometric data to 
identify or infer emotions or intentions or that categorise them based on attributes like eye 
colour, tattoos, personal traits, preferences, or interests. 

• AIS-generating synthetic content must include in a machine-readable format indicating that 
the output was generated or manipulated by AI, not a human. 

 
Finally, the AI Act clarifies that even non-high-risk AIS must maintain safety safeguards, with 
Regulation EU 2023/988 acting as a supplementary measure to ensure the general safety of 
products made available on the EU market. 
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HRAIS requirements 
HRAIS includes systems used in areas listed in Annex III of the AI Act, such as systems to be used 
for remote biometric identification or to safely operate critical infrastructure. Additionally, any AIS 
that serves as a safety component of a regulated product or is itself a regulated product will also 
qualify as high risk. Annex I of the AI Act outlines the relevant EU legislation covering products like 
medical devices and cars. 
 
Compared to general AIS, the list of obligations placed for HRAIS is considerably more extensive. 
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Products or their safety components that fall under EU legislation listed in Annex I have the 
flexibility to choose how to ensure compliance. This means that the required processes can be 
integrated into existing documentation. 
 
Regarding conformity assessments, Annex I HRAIS operators can undertake these through 
regulatory bodies that are specific to their sectors, such as medical devices, in vitro diagnostic 
devices, cars, toys, etc. The AI Act stipulates that only one conformity assessment is required, and 
this should be the one already mandated by sector-specific laws. The AI Act is designed to not alter 
the specific logic, methodology, or overall structure of conformity assessments as prescribed by 
these sectoral laws. 
 
Consistent with the established concept of substantial modification, an AIS must undergo a 
conformity reassessment when there are changes that could impact compliance (such as changes 
to the operating system or software architecture) or when there is a change in the intended purpose 
of the system. 
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The initial review of the AI Act is scheduled for August 2, 2029, with subsequent reviews every four 
years after. However, the Commission intends to annually review the list of HRAIS.  
 
Providers of HRAIS are subject to extensive requirements, as outlined before. These include 
establishing a risk management system that encompasses risk identification, testing, and the 
implementation of risk mitigation measures. The Commission has identified the quality 
management system requirement as the most burdensome and costly; thus, microenterprises will 
be allowed to meet this requirement in a simplified way. The Commission is also in the process of 
developing guidance to clarify which elements can be simplified. Third-party conformity 
assessments are expected to be developed, and notified bodies will be established by August 2, 
2025. Initially, operators of Annex III HRAIS, except those processing biometric data, will only need 
to conduct a conformity self-assessment based on internal controls and will not be required to 
involve a notified body. 
 
Additionally, HRAIS must display the CE marking (whether physical or digital, as appropriate) and 
must register in an EU database that the Commission will establish. The AI Act imposes on HRAIS 
providers responsibilities of post-market monitoring and reporting serious incidents, including 
malfunctions that lead to death or serious health damage, severe disruptions to critical 
infrastructure, violations of fundamental rights, or significant damage to property or the 
environment. 
 
Enforcement of AIS/HRAIS rules will primarily be handled at the national level. Each EU member 
state must designate the appropriate authority within one year of the AI Act enactment. 
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