
Parquet approach - the most fundamental diagrammatic method?

Christian Eckhardt∗+†, Carsten Honerkamp∗, Patrik Kappl+, Anna Kauch+, Karsten Held+

RWTH Aachen∗ TU Vienna+ MPSD Hamburg†



Parquet approach - the most fundamental diagrammatic method?

→ It is very fundamental
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→ It is now doable for relevant system sizes
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The 2D Hubbard model
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• Other approaches: in this category we show re-
sults from the two-particle self-consistent approach
(TPSC, TPSC+, [34–36]), the functional renormal-
ization group (fRG [37], here considered up to one
loop with Katanin substitution) and the parquet
approximation (PA [38, 39]).

This list covers the vast majority of currently available
computational methods able to address finite tempera-
ture properties. One notable exception is the minimally
entangled typical thermal state method (METTS) and
related approaches, which combine together tensor net-
work representations and stochastic sampling [40–42]. A
systematic exploration of this method as applied to the
Hubbard model is currently being actively pursued by
several groups and comparisons with the present meth-
ods will have to be performed in future work.

The basic principles of each of these methods, useful
references for further reading and results from slightly
differing implementations of the respective methods and
algorithms are summarized in App. D. Throughout the
paper we consider the interaction value of U = 2t. Let us
stress from the outset that, despite this rather moderate
interaction value, each of these methods encounters limi-
tations in their regime of applicability. These limitations
stem either from (i) the approximation performed or (ii)
algorithmic obstacles.

We find that the lowest reachable temperature for the

DiagMC algorithm is TDiagMC
min ≈ 0.06t. In this case,

reaching lower temperatures is hindered by the difficulty
in summing the perturbative series. Interestingly, we find
that the limitation of the DQMC algorithm is similar,

TDQMC
min ≈ 0.06t. In that case, the limitations originate

from the exponentially growing correlation length which
would require the simulation of prohibitively large sys-
tems at lower T . DMFT, in contrast, can be converged to
very low temperatures and also at T = 0. Self-consistent
methods (e.g. TRILEX) suffer from convergence prob-
lems at low-T , whereas calculations involving a ‘single-
shot’ correction beyond DMFT without self-consistency
such as DΓA, DB or DF can be performed as long as the
correlation length can be accurately resolved (DΓA, DB)
or, for DF, as long as the starting point - paramagnet-
ically restricted DMFT - remains reasonably accurate.
The finite momentum grid also limits the application of
fRG and PA, and, to a lesser degree, TPSC and TPSC+.
An intrinsic limitation of TPSC occurs in the renormal-
ized classical regime (see App. D 11) leading to a rather
severe overestimate of the onset temperature of the pseu-
dogap. TPSC+ has been proposed to remedy this: in the
present paper, the first application of TPSC+ is actually
presented, but its applicability has yet to be explored
more widely. An obvious limitation of quantum cluster
theories are the cluster sizes which they can reach, which
have to be compared to the correlation length - a very
demanding criterion in the present case, as will be shown
later.
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FIG. 1. (Color online.) a) Momentum distribution of the
(non-interacting) dispersion relation of the simple square lat-
tice, Eq. (2), for t = 1 throughout the first Brillouin zone.
The Fermi surface of the half-filled system (µ=0) is diamond-
shaped (bold black), the black arrows indicate the nesting vec-
tors, mutually connecting Fermi surface points. b) The cor-
responding (particle-hole symmetric) density of states (DOS)
as a function of energy ρ0(ε). ε=0 corresponds to half-filling.
c) The value of the dispersion relation along a high-symmetry
path exhibits a plateau around (π, 0), leading to a vanishing
Fermi velocity vF.

C. Definition of the model, the role of the van
Hove singularity and nesting

We consider the single-band Hubbard model defined
by the following Hamiltonian:

H=−t
∑
〈ij〉,σ

c†iσcjσ + U
∑
i

ni↑ni↓, (1)

where t is the (nearest-neighbor) hopping amplitude, 〈ij〉
denotes summation over nearest-neighbor lattice sites,
σ ∈ {↑, ↓} the electron’s spin, U the strength of the

(purely local) Coulomb interaction and niσ = c†iσciσ the
spin resolved number operator. Throughout the paper
all energies are given in units of t = 1. Furthermore
we set h̄ = 1 and kB = 1. We consider the case of
U=2 (usually regarded as “weak coupling”) at half-filling
n= 〈n↑ + n↓〉= 1, corresponding to a chemical potential
of µ=U/2=1 and the simple square lattice, resulting in
the following dispersion relation for the electrons (lattice
constant a = 1):

εk = −2 [cos (kx) + cos (ky)] . (2)

The particular form of the dispersion and the case of
half-filling leads to a very peculiar diamond-shaped Fermi
surface, already resulting in an interesting behavior with-

be the most important open problem in the understanding of quantum
materials, and it is here that radically new ideas, including those derived
from recently developed non-perturbative studies in string theory, may
be useful.

More unique to the copper oxides is the behaviour observed in a range
of temperatures immediately above Tc in what is referred to as the
‘pseudogap’ regime. It is characterized by a substantial suppression of the
electronic density of states at low energies that cannot be simply related to
the occurrence of any form of broken symmetry. Although much about
this regime is still unclear, convincing experimental evidence has recently
emerged that there are strong and ubiquitous tendencies towards several
sorts of order or incipient order, including various forms of charge-
density-wave, spin-density-wave, and electron-nematic order. There is
also suggestive, but far from definitive, evidence of several sorts of novel
order—that is, never before documented patterns of broken symmetry—
including orbital loop current order and a spatially modulated super-
conducting phase referred to as a ‘pair-density wave’. There are many
fascinating aspects of these ‘intertwined orders’ that remain to be under-
stood, but their existence and many aspects of their general structure were
anticipated by theory7. Superconducting fluctuations also have an important
role in part of this regime, although to an extent that is still much debated.

The high-temperature superconducting phase itself has a pattern of
broken symmetry that is distinct from that of conventional superconduc-
tors. Unlike in conventional s-wave superconductors, the superconduct-
ing wavefunction in the copper oxides has d-wave symmetry8,9, that is, it
changes sign upon rotation by 90u. Associated with this ‘unconventional
pairing’ is the existence of zero energy (gapless) quasiparticle excitations
at the lowest temperatures, which make even the thermodynamic prop-
erties entirely distinct from those of conventional superconductors (which
are fully gapped). The reasons for this, and its relation to a proximate anti-
ferromagnetic phase, are now well understood, and indeed were also anti-
cipated early on by some theories10–12. However, while various attempts

to obtain a semiquantitative estimate of Tc have had some success13, there
are important reasons to consider this problem still substantially unsolved.

Highly correlated electrons in the copper oxides
The chemistry of the copper oxides amplifies the Coulomb repulsions
between electrons. The two-dimensional copper oxide layers (Fig. 3) are
separated by ionic, electronically inert, buffer layers. The stoichiometric
‘parent’ compound (Fig. 2, zero doping) has an odd-integer number of
electrons per CuO2 unit cell (Fig. 3). The states formed in the CuO2 unit
cells are sufficiently well localized that, as would be the case in a collec-
tion of well-separated atoms, it takes a large energy (the Hubbard U) to
remove an electron from one site and add it to another. This effect pro-
duces a ‘traffic jam’ of electrons14. An insulator produced by this classical
jamming effect is referred to as a ‘‘Mott insulator’’15. However, even a
localized electron has a spin whose orientation remains a dynamical degree
of freedom. Virtual hopping of these electrons produces, via the Pauli
exclusion principle, an antiferromagnetic interaction between neighbour-
ing spins. This, in turn, leads to a simple (Néel) ordered phase below room
temperature, in which there are static magnetic moments on the Cu sites
with a direction that reverses from one Cu to the next16,17.

The Cu-O planes are ‘doped’ by changing the chemical makeup of
interleaved ‘charge-reservoir’ layers so that electrons are removed (hole-
doped) or added (electron-doped) to the copper oxide planes (see the
horizontal axis of Fig. 2). In the interest of brevity, we will confine our
discussion to hole-doped systems. Hole doping rapidly suppresses the
antiferromagnetic order. At a critical doping of pmin, superconductivity
sets in, with a transition temperature that grows to a maximum at popt,
then declines for higher dopings and vanishes for pmax (Fig. 2). Materials
with p , popt are referred to as underdoped and those with popt , p are
referred to as overdoped.

It is important to recognize that the strong electron repulsions that
cause the undoped system to be an insulator (with an energy gap of 2 eV)
are still the dominant microscopic interactions, even in optimally doped
copper oxide superconductors. This has several general consequences. The
resulting electron fluid is ‘highly correlated’, in the sense that for an elec-
tron to move through the crystal, other electrons must shift to get out of
its way. In contrast, in the Fermi liquid description of simple metals, the
quasiparticles (which can be thought of as ‘dressed’ electrons) propagate
freely through an effective medium defined by the rest of the electrons.
The failure of the quasiparticle paradigm is most acute in the ‘strange metal’
regime, that is, the ‘normal’ state out of which the pseudogap and the
superconducting phases emerge when the temperature is lowered. None-
theless, in some cases, despite the strong correlations, an emergent Fermi
liquid arises at low temperatures. This is especially clear in the overdoped
regime (Fig. 2). But recently it has been shown that even in underdoped
materials, at temperatures low enough to quench superconductivity by
the application of a high magnetic field, emergent Fermi liquid behaviour
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Figure 2 | Phase diagram. Temperature versus hole doping level for the
copper oxides, indicating where various phases occur. The subscript ‘onset’
marks the temperature at which the precursor order or fluctuations become
apparent. TS, onset (dotted green line), TC, onset and TSC, onset (dotted red line for
both) refer to the onset temperatures of spin-, charge and superconducting
fluctuations, while T* indicates the temperature where the crossover to the
pseudogap regime occurs. The blue and green regions indicate fully developed
antiferromagnetic order (AF) and d-wave superconducting order (d-SC)
setting in at the Néel and superconducting transition temperatures TN and Tc,
respectively. The red striped area indicates the presence of fully developed
charge order setting in at TCDW. TSDW represents the same for incommensurate
spin density wave order. Quantum critical points for superconductivity and
charge order are indicated by the arrows.

O 

Cu 

Ba/Ca

Cu 3dx2 – y2

O 2py

O 2px

Figure 3 | Crystal structure. Layered copper oxides are composed of CuO2

planes, typically separated by insulating spacer layers. The electronic structure
of these planes primarily involves hybridization of a 3dx2 { y2 hole on the
copper sites with planar-coordinated 2px and 2py oxygen orbitals.
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How to tackle problem? → Diagrammatic point of view

Goal: Calculate G2particle

Challenge: Competing orders

G2 q + q . . .q

G2 s + s . . .ss



How to tackle problem of correlated electrons?

→ parquet

G2particle = GG + GG F GG

Channel decomposition

F

1 3

4 2

= Λ

1 3

4 2

+

1 3

4 2

+

1 3

4 2

+

1 3

4 2

F = Λ + Φph + Φph + Φpp

C. Eckhardt Parquet approach - Hubbard model Sep. 2017 13 / 30

→Iterative method to calculate Σ and F consistently



Is parquet the most fundamental diagrammatic method?

Answer: It is very fundamental!

1. Reason: Very fundamental derivation possible!

Action + Legendre transform = . . . lots of algebra · · · = parquet equation

C.E., P. Kauch, A. Kauch, K. Held - in preparation

2. Reason: Many diagrammatic methods try to approximate parquet
• fRG - 2ndtruncation

F. Kugler and J. von Delft 2018 New J. Phys. 20 123029
C. Hille et al. Phys. Rev. Research 2, 033372 Published 8 September 2020

• GWγ
F. Krien, A.Kauch, K. Held 2020 arXiv:2009.12868

• Diagrammatic extensions of DMFT
G. Rohringer et al. Rev. Mod. Phys. 90, 025003 2018



Parquet’s big problem:

Memory Consumption!

Bad scaling: F k1,k2,q → O(N3
k × N3

ω)

’Small’ example:

Nx × Ny = (10 × 10); Nω = 100 ⇒ F ∼ 16TB

→previously reachable system sizes: 8 × 8 grid (> 5 TB of memory)

G. Li et al. - Comput. Phys. Commun. 241 (2019)

S. Yang et al. - Phys. Rev. E (2009)



Try to extract the relevant physics - Extra approximation

G2 q + q . . .q

G2 s + s . . .ss
Channel decomposition

F

1 3

4 2

= Λ

1 3

4 2

+
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4 2

+

1 3

4 2

+

1 3

4 2

F = Λ + Φph + Φph + Φpp

C. Eckhardt Parquet approach - Hubbard model Sep. 2017 13 / 30



Truncated Unity approximation

Φk1,k2,q = Φq = U†Φ̃
q
U =: Φ̃`1,`2,q

Φ̃q = U† ◦ Φq ◦ U

Φ̃q = U† ◦ Φq ◦ U

︸︷︷︸
local parts

O((Nk × Nω)
3) → O((Nω)

3 × Nk × N2
FF )

C.E. et al. Phys. Rev. B 98, (2018)
C.E. et al. Phys. Rev. B 101, (2020)



Parquet is now a competitive many-body method!
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FIG. 12. (Color online.) Double occupancy D as a function of temperature from various methods.

pression of D(T ) in the atomic (zero hopping) limit:

Dat =
1

2 + 2 exp (U/(2T ))
, (4)

which approaches D0 = 0.25 for U/T → 0, i.e. at
very high temperatures or, alternatively, in the non-
interacting limit. The intermediate regime in whichD(T )
increases upon cooling is more interesting - note that this
regime includes in particular large parts of the metallic
region 3©. As observed early on in Ref. [91], this appar-
ently counter-intuitive non-monotonic behaviour of D(T )
can be understood qualitatively from entropy considera-
tions. Observing that the entropy S is obtained from the
free energy F as S = −∂F∂T and that D = ∂F

∂U , one obtains
the thermodynamic Maxwell relation:

∂D

∂T

∣∣∣∣
U

= − ∂S

∂U

∣∣∣∣
T

. (5)

Increasing U at fixed temperature in the metallic regime
leads to an increase in entropy. Indeed, in this regime,
the entropy is linear in T with a slope related to the
effective mass which grows as U is increased. Hence,
the right-hand side of Eq. (5) is negative and thus D(T )
must increase upon cooling/decrease upon heating in this
regime. This is the same phenomenon as the famous
‘Pomeranchuk effect’ in liquid 3He (Clausius-Clapeyron
equation): upon heating the system, a tendency to in-
creased localization (smaller D) is found, because local-
ization leads to a higher (spin) entropy and is thus fa-
vorable thermodynamically (until thermal population of
doubly occupied sites kicks in at higher T ). Note that
the sign of ∂D/∂T also directly determines the shape of
the isentropy lines in the (U, T ) plane, which are defined
by S(Ti(U), U) = const. and hence obey [92, 93]:

c(Ti)
∂Ti
∂U

= Ti
∂D

∂T

∣∣∣∣
T=Ti

, (6)

with c = T ∂S
∂T the specific heat per lattice site. Hence

cooling can in principle be achieved by increasing the
interaction strength adiabatically in the regime where
∂D/∂T < 0, as initially suggested in [92], further dis-
cussed in [93], and experimentally realized in cold atomic

systems with extended SU(6)-symmetry [94].
Finally, the low T behaviour in which D sharply de-

creases again upon cooling corresponds to temperatures
around regime 4© in which the system behaves as an an-
tiferromagnetc insulator. We note that the total energy
of the Hubbard model is given by:

〈H〉 = −t
∑
〈ij〉,σ

〈
c†iσcjσ

〉
+ U

∑
i

〈ni↑ni↓〉 (7)

= Ekin + Epot,

so that D = Epot/U . The drop in D can be under-
stood from the fact that at small U the crossover into
the (Slater) antiferromagnetic correlation regime corre-
sponds to a gain in potential energy [44, 54, 88]. It was
shown in Ref. [88] that at strong coupling, in contrast, D
increases when entering the (Heisenberg) antiferromag-
netic correlations regime, corresponding to a gain in ki-
netic energy.

We see (left panel of Fig. 12) that DMFT reproduces
all three regimes qualitatively, but overestimates the am-
plitude of the ‘Pomeranchuk effect’ by approximately a
factor of two, as discussed in Ref. [93]. The reason is
that the spin entropy in the localized state at high-T is
overestimated in DMFT, due to its neglect of spatial cor-
relations. Obviously, in DMFT, the sharp drop at low
T corresponds to the phase transition into an ordered
phase - a mean-field description of the actual crossover
(see above). This can also be seen as an increase of the
magnetic local moment, since via 〈S2

z 〉 = 1 − 2D the
double occupancy is related to the increase of AF corre-
lations.

All the methods displayed in Fig. 12 qualitatively re-
produce the non-monotonous behaviour of D(T ) but the
sharp drop at low T is, as expected, only present in
the methods which can describe the low T antiferromag-
netic insulator regime. It is, for this reason, absent in
the TRILEX based methods for the range of tempera-
tures studied (middle panel). Single-site TRILEX also
overestimates D significantly, but cluster extensions of
TRILEX are closer to the benchmark at intermediate T .
DF similarly overestimates the double occupancy. For
details, including differences between different variants
of these ‘dual’ methods, see the discussion about self-
consistency in App. D 10.
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TMFTNéel TDMFTNéel T
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FIG. 14. (Color online.) Magnetic correlation lengths ξ extracted from the magnetic susceptibility as a function of (inverse)
temperature for various methods on a logarithmic scale.

C. The three regimes of magnetic correlations

Summarizing, we observe three successive regimes for
magnetic correlations as the temperature is lowered. At
high-T (>∼ 1/5), a Curie mean-field behaviour is found
with a small correlation length (<∼ 2), and all meth-
ods (except static MFT) are basically in quantitative
agreement in this regime. At intermediate temperatures
1/5 >∼ T >∼ 1/12.5 ' TDMFT

Néel , we find a correlation
length that appears to increase exponentially to a good
approximation, with values ξ(T = 1/5) ' 2 reaching
ξ(T = 1/13) ' 10. This is somewhat surprising since this
regime is metallic with quasiparticles that become more
coherent as temperature is lowered, at least in the nodal
region. We discuss further the physical significance of
this finding in Sec. VII by comparing to spin-fluctuation
theories. All methods reproduce this intermediate expo-
nential regime qualitatively. On the quantitative level,
excellent agreement is found between the benchmark Di-
agMC and especially DF and DB throughout this regime.
We also note very good agreement for the determination
of the correlation length with DMFT and TPSC+ down
to T ' 1/10. Most other methods (DΓA, the various
variants of TRILEX and the PA) also provide a satisfac-
tory determination of the susceptibility and correlation
length in this intermediate regime.

The low-temperature insulating regime T <∼ 1/12.5 '
TDMFT

Néel can hardly be probed with current state of the art
benchmark methods. The DΓA results down to T = 1/20
are consistent with the exponential growth of the corre-
lation length [44, 54], expected from the low-energy de-
scription of the spin degrees of freedom by a non-linear
sigma model once a charge (pseudo)gap opens up. We
note significant discrepancies between the different ap-
proximate methods available in this regime however. The
growth rate of this exponential regime appears to be dif-
ferent (and faster) than the one in the intermediate-T
metallic regime, a finding which will have to be confirmed
in future work by exact computational methods when
they become capable of reaching lower temperatures.

VII. INSIGHTS INTO THE NATURE AND
ROLE OF SPIN FLUCTUATIONS

In this section, we provide understanding into
the physical nature of the different regimes high-
lighted above, especially the metallic regime and the
(pseudo)gapped insulating regime. We focus in partic-
ular on the nature and role of spin fluctuations. We
explore whether spin fluctuation theory of the weak-
coupling type is able to describe qualitatively the various
regimes: this analysis also provides analytical insights
into the physics of these different regimes. We focus in
particular on the following key questions:

(i) What is the physical mechanism for the opening of
the pseudogap at low temperature?

(ii) What are the implications of the growing antifer-
romagnetic correlation length upon cooling for the
coherence of quasiparticles in the metallic regime?

(iii) To what extent can this metallic regime be charac-
terized as a Fermi liquid?

A. Weak-coupling spin fluctuation theory

In this subsection, we interrogate weak-coupling spin-
fluctuation theory and ask whether it provides a satis-
factory description of the behaviour of the self-energy,
at least on a qualitative level, in the different regimes of
temperature. This will also provide guidance throughout
the rest of this section in identifying which fluctuations
contribute most to the self-energy.

In the simplest version of spin fluctuation theory the
self-energy can be expressed quite generally as (omitting
the Hartree term):

Σ SF(k, iωn) = (12)

g2T

∫
d2q

(2π)2

∑
Ωn

G(k + q, iωn + iΩn)χ(q, iΩn).

In this expression, χ(q, iΩn) is the momentum- and
frequency-dependent spin susceptibility and G(k, iωn) is

Double occupancies (top) and AF correlation lengths (bottom)

T. Schäfer et al. arXiv:2006.10769 → to appear in PRX



We are able to reproduce the pseudogap
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FIG. 10. (Color online.) Imaginary parts of the self energies at the antinode as a function of Matsubara frequencies calculated
by various many body methods. Please note that the lowest temperatures shown sometimes differ for the respective methods
in order to show as many of the respective temperature regimes as possible. Also note that the vertical axis is different for the
last row of three figures.

the benchmarks within the numerical accuracy.
Larger deviations, both on a qualitative and quanti-

tative level become visible, however, when lowering the
temperature into the insulating pseudogap regime associ-
ated with growing magnetic correlations. Let us remind
the reader that this crossover is signalled by a second
change of slope in the self-energies - first at the antinode
(region 4©) and then at the node (region 5©) - correspond-
ing to a scattering rate that grows upon cooling.

Whereas DΓA and DF correctly reproduce these
crossovers into the pseudogap regime, TRILEX does not
exhibit these changes of slope, down to the lowest tem-
peratures where we could converge the method. The DF
method also succeeds rather quantitatively, both at the
node and antinode, while the DB method appears to per-
form better at the antinode than at the node (but does
not open the gap at the accessible temperatures). From a
more quantitative point of view, DF and DB slightly un-
derestimate the scattering rate at the node with respect
to DiagMC whereas DΓA seems to slightly overestimate
the scattering rate at the antinode and simultaneously
exhibits a slightly lower TN

∗ than the benchmark.
Summarizing, we conclude that among the diagram-

matic extensions of DMFT presented here, the DΓA and
the DF method appear to be best at capturing the dif-

ferent crossover regimes for the self-energy. In terms of
the practical ability of performing calculations in this pa-
rameter regime, we must point out that all methods suf-
fer from convergence problems when going down to lower
and lower temperatures. The reason for these problems
varies from method to method. For the benchmark meth-
ods: in DiagMC the series cannot be summed at low-T
and the DQMC suffers from the exponentially growing
correlation length for T < Tmin ≈ 0.063. In the case
of the DΓA (Tmin ≈ 0.05), lower temperatures can be
reached if one is able to converge in the internal momen-
tum grids. The same is true for TRILEX (Tmin ≈ 0.05),
DF (Tmin ≈ 0.05) and DB (Tmin ≈ 0.063). Please also
note that within DiagMC the lowest reachable tempera-
ture is different for node and antinode (1/TAN

min = 18 vs.
1/TN

min =16).

C. Other approaches: TPSC, TPSC+, fRG, PA

Figs. 10 and 11 also show results for three other ap-
proaches: TPSC/TPSC+, fRG and the parquet ap-
proximation (PA). Like the diagrammatic extensions of
DMFT, all of them are able to reproduce the two dis-

tinct quasiparticle coherence scales TN,AN
QP at the node
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FIG. 11. (Color online.) Imaginary parts of the self energies at the node as a function of Matsubara frequencies calculated by
various many body methods. Please note that the lowest temperatures shown sometimes differ for the respective methods in
order to show as many of the respective temperature regimes as possible.

and antinode. However, there are significant deviations
from the benchmark regarding the onset of the insulating
pseudogap behavior.

TPSC is one of the first methods in which a de-
tailed understanding of the mechanism responsible for
the weak-coupling pseudogap was achieved early on (see
Refs. [34, 89, 90] and Sec. VII). As seen from Figs. 10 and
11, the change of slope in the self energies associated with
the pseudogap opening is indeed qualitatively captured

by TPSC, but the onset temperatures TAN,N
∗ are severely

overestimated. As discussed in Sec. VI, this is due to an
overestimation of spin fluctuations in this method. A re-
cent improvement of the method, TPSC+ [36], leads to a
definite improvement in this respect as shown on the fig-
ures. TPSC+ partially feeds back the self-energy into the
fluctuation propagators, mimicking frequency-dependent
vertex corrections.

The PA appears to eventually capture insulating be-
havior at the antinode, although at lower temperatures
T < 0.05 in comparison to DiagMC, but doesn’t open a
pseudogap at the node at this temperature.

The fRG calculations are possible only down to a
“pseudocritical” temperature scale T ' 0.07 at which
the running coupling constants diverge (see also the dis-
cussion in Ref. [50]). Down to this temperature, however,
fRG is in qualitative agreement with the benchmark and

shows a non-metallic behavior at the antinode (regime
4©).

V. DOUBLE OCCUPANCY AND
POMERANCHUK EFFECT

In view of its physical significance discussed below, we
present in this section the temperature-dependence of the
double occupancy:

D = 〈n↑n↓〉 . (3)

It is displayed as a function of temperature in Fig. 12,
as obtained from different methods. We see (left panel,
DQMC and DiagMC benchmarks) that three regimes are
found: at high T (down to about T ' 1) D(T ) de-
creases upon cooling and then reaches a minimum, at
intermediate temperatures D(T ) actually increases upon
cooling and, finally, D(T ) sharply drops when entering
the gapped regime. The high T regime is expected and
easy to understand: as T is raised, an increasing number
of high-energy doubly occupied configurations are ther-
mally populated. This is apparent from the simple ex-
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FIG. 10. (Color online.) Imaginary parts of the self energies at the antinode as a function of Matsubara frequencies calculated
by various many body methods. Please note that the lowest temperatures shown sometimes differ for the respective methods
in order to show as many of the respective temperature regimes as possible. Also note that the vertical axis is different for the
last row of three figures.

the benchmarks within the numerical accuracy.
Larger deviations, both on a qualitative and quanti-

tative level become visible, however, when lowering the
temperature into the insulating pseudogap regime associ-
ated with growing magnetic correlations. Let us remind
the reader that this crossover is signalled by a second
change of slope in the self-energies - first at the antinode
(region 4©) and then at the node (region 5©) - correspond-
ing to a scattering rate that grows upon cooling.

Whereas DΓA and DF correctly reproduce these
crossovers into the pseudogap regime, TRILEX does not
exhibit these changes of slope, down to the lowest tem-
peratures where we could converge the method. The DF
method also succeeds rather quantitatively, both at the
node and antinode, while the DB method appears to per-
form better at the antinode than at the node (but does
not open the gap at the accessible temperatures). From a
more quantitative point of view, DF and DB slightly un-
derestimate the scattering rate at the node with respect
to DiagMC whereas DΓA seems to slightly overestimate
the scattering rate at the antinode and simultaneously
exhibits a slightly lower TN

∗ than the benchmark.
Summarizing, we conclude that among the diagram-

matic extensions of DMFT presented here, the DΓA and
the DF method appear to be best at capturing the dif-

ferent crossover regimes for the self-energy. In terms of
the practical ability of performing calculations in this pa-
rameter regime, we must point out that all methods suf-
fer from convergence problems when going down to lower
and lower temperatures. The reason for these problems
varies from method to method. For the benchmark meth-
ods: in DiagMC the series cannot be summed at low-T
and the DQMC suffers from the exponentially growing
correlation length for T < Tmin ≈ 0.063. In the case
of the DΓA (Tmin ≈ 0.05), lower temperatures can be
reached if one is able to converge in the internal momen-
tum grids. The same is true for TRILEX (Tmin ≈ 0.05),
DF (Tmin ≈ 0.05) and DB (Tmin ≈ 0.063). Please also
note that within DiagMC the lowest reachable tempera-
ture is different for node and antinode (1/TAN

min = 18 vs.
1/TN

min =16).

C. Other approaches: TPSC, TPSC+, fRG, PA

Figs. 10 and 11 also show results for three other ap-
proaches: TPSC/TPSC+, fRG and the parquet ap-
proximation (PA). Like the diagrammatic extensions of
DMFT, all of them are able to reproduce the two dis-

tinct quasiparticle coherence scales TN,AN
QP at the node
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FIG. 11. (Color online.) Imaginary parts of the self energies at the node as a function of Matsubara frequencies calculated by
various many body methods. Please note that the lowest temperatures shown sometimes differ for the respective methods in
order to show as many of the respective temperature regimes as possible.

and antinode. However, there are significant deviations
from the benchmark regarding the onset of the insulating
pseudogap behavior.

TPSC is one of the first methods in which a de-
tailed understanding of the mechanism responsible for
the weak-coupling pseudogap was achieved early on (see
Refs. [34, 89, 90] and Sec. VII). As seen from Figs. 10 and
11, the change of slope in the self energies associated with
the pseudogap opening is indeed qualitatively captured

by TPSC, but the onset temperatures TAN,N
∗ are severely

overestimated. As discussed in Sec. VI, this is due to an
overestimation of spin fluctuations in this method. A re-
cent improvement of the method, TPSC+ [36], leads to a
definite improvement in this respect as shown on the fig-
ures. TPSC+ partially feeds back the self-energy into the
fluctuation propagators, mimicking frequency-dependent
vertex corrections.

The PA appears to eventually capture insulating be-
havior at the antinode, although at lower temperatures
T < 0.05 in comparison to DiagMC, but doesn’t open a
pseudogap at the node at this temperature.

The fRG calculations are possible only down to a
“pseudocritical” temperature scale T ' 0.07 at which
the running coupling constants diverge (see also the dis-
cussion in Ref. [50]). Down to this temperature, however,
fRG is in qualitative agreement with the benchmark and

shows a non-metallic behavior at the antinode (regime
4©).

V. DOUBLE OCCUPANCY AND
POMERANCHUK EFFECT

In view of its physical significance discussed below, we
present in this section the temperature-dependence of the
double occupancy:

D = 〈n↑n↓〉 . (3)

It is displayed as a function of temperature in Fig. 12,
as obtained from different methods. We see (left panel,
DQMC and DiagMC benchmarks) that three regimes are
found: at high T (down to about T ' 1) D(T ) de-
creases upon cooling and then reaches a minimum, at
intermediate temperatures D(T ) actually increases upon
cooling and, finally, D(T ) sharply drops when entering
the gapped regime. The high T regime is expected and
easy to understand: as T is raised, an increasing number
of high-energy doubly occupied configurations are ther-
mally populated. This is apparent from the simple ex-

→Able to study origin of peusdogap
C. Hille et al. Phys. Rev. Research 2, (2020)





Parquet approach - the most fundamental diagrammatic method?

→ It is very fundamental
Can be derived from fundamental priciples
Other methods try to approximate it

C.E. et al. - in preparation

→ It is now doable for relevant system sizes

C.E. et al. Rev. B 101, 155104 (2020)
T. Schäfer et al. arXiv:2006.10769 - to appear in PRX (2021)
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